Appendix C

EXAMPLES, PROBLEMS AND EXERCISES

We hope the examples presented in this appendix will provide some pedagogical illustrations and applications of the “qualitative” theory developed in this book. The range of instances varies from phenomenological problems to applications. Since very few nonlinear systems can be analyzed without computers, we will perform numerical computations where necessary. At some points, our de facto presentation will bear a descriptive character, avoiding technical details of computations. The two packages which have been used in the preparation of this appendix are Content [182] and Dstool [164].

C.1 Qualitative integration

[C.1.#1.] Classify the trajectories shown in Figs. 1.3.1, 1.3.2 and C.1.1 in the following terms: non-wandering, Poisson-stable, periodic, and homoclinic. What are the corresponding $\alpha$- and $\omega$-limit sets of these trajectories?

[C.1.#2.] For different parameter values of $a$, construct the phase portraits for the following planar systems

(a) \[
\dot{r} = r(a - r^2), \quad \dot{\varphi} = 1;
\]

(b) \[
\begin{aligned}
\dot{y} &= x - (y^2 - 1) \left( \frac{x^2}{2} - y + \frac{y^3}{3} - \frac{2}{3} \right), \\
\dot{x} &= 1 - y^2 - x \left( \frac{x^2}{2} - y + \frac{y^3}{3} - \frac{2}{3} \right);
\end{aligned}
\]

(c) \[
\dot{x} = y, \quad \dot{y} = 1 - ax^2 + y(x - 2);
\]
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(d) the van der Pol equation:
\[ \ddot{x} + a(x^2 - 1)\dot{x} + x = 0; \]

(e) the Duffing equation:
\[ \ddot{x} + ax + x - x^3 = 0; \]

(f) the Bogdanov-Takens normal form:
\[ \dot{x} = y, \quad \dot{y} = -x + ay + x^2; \]

(g) the Khorozov-Takens normal form:
\[ \dot{x} = y, \quad \dot{y} = -x + ay + x^3. \]

\[ \square \]

C.1. Discuss the phase portraits of the cells shown in Fig. C.1.1. What are the special trajectories here?

\[ \square \]

\begin{figure}[h]
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\begin{subfigure}[b]{0.3\textwidth}
\centering
\includegraphics[width=\textwidth]{fig1a.png}
\caption{(a)}
\end{subfigure}
\begin{subfigure}[b]{0.3\textwidth}
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\includegraphics[width=\textwidth]{fig1b.png}
\caption{(b)}
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\begin{subfigure}[b]{0.3\textwidth}
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\includegraphics[width=\textwidth]{fig1c.png}
\caption{(c)}
\end{subfigure}
\caption{Fig. C.1.1. Examples of cells.}
\end{figure}

C.2 Rough equilibrium states and stability boundaries

C.2.1 Routh-Hurwitz criterion

Here we will formulate the rule that allows one to determine the structural stability of an equilibrium state and its topological type without solving explicitly the characteristic equation.

The problem in question is how many roots of the characteristic equation
\[ \Xi(\lambda) = a_0\lambda^n + a_1\lambda^{n-1} + \cdots + a_n \]
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lie to the left or to the right of the imaginary axis and how many roots lie on that axis. The number of zero roots is determined easily: there are \( s \) zero roots if and only if \( a_n = \cdots = a_{n-s+1} = 0 \) and \( a_{n-s} \neq 0 \). So, if we have a zero root of algebraic multiplicity \( s \), we can just divide the characteristic equation by \( \lambda^s \) and proceed to the case where the last coefficient of the characteristic equation is non-zero, as we will assume to be the case. The next step is to compose the following Routh-Hurwitz matrix:

\[
\begin{pmatrix}
  a_0; & a_2; & a_4; & \cdots \\
  a_1; & a_3; & a_5; & \cdots \\
  \frac{a_1a_2 - a_0a_3}{a_1}; & \frac{a_1a_4 - a_0a_5}{a_1}; & \cdots & \cdots \\
  \frac{a_1a_2 - a_0a_3}{a_1} - \frac{a_1a_4 - a_0a_5}{a_1} & \frac{a_1a_2 - a_0a_3}{a_1} - \frac{a_1a_4 - a_0a_5}{a_1} & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

(C.2.1)

Let us describe the algorithm for constructing the above matrix in detail. The entries of the first two rows are the coefficients of \( \Xi(\lambda) \) with even and odd subscripts, respectively. The \( k \)-th row is built as follows: the entry \( r_{kj} \) at the \( j \)-th column is equal to the fraction

\[
r_{kj} = \frac{r_{k-1,1}r_{k-2,j+1} - r_{k-2,1}r_{k-1,j+1}}{r_{k-1,1}}
\]

whose numerator is taken with opposite sign of the determinant of the \( (2 \times 2) \)-matrix at the intersection of the two previous rows with the first column and the \( (j+1) \)-th column, whereas the denominator is the entry located in the first column of the previous row. The algorithm is subsequently applied until the overall number of the rows in the matrix becomes equal to \( (n+1) \).

Such a construction for the matrix becomes possible only if all entries of the first column do not vanish. This is the regular case. Here, the number of the roots of \( \Xi(\lambda) \) (including multiplicity) with positive real parts, is equal to the number \( q \) of sign changes of the entries in the first column. The polynomial \( \Xi(\lambda) \) has no purely imaginary roots in the regular case. Therefore, the corresponding equilibrium state \( O \) is structurally stable in the regular case, and its topological type is given by \( (n-q, q) \).
One can verify that the first column in (C.2.1) can be expressed through the main minors $\Delta_i$ of the Routh-Hurwitz matrix (2.1.10) as follows

$$a_0, \Delta_1, \frac{\Delta_1}{\Delta_2}, \frac{\Delta_2}{\Delta_3}, \ldots, \frac{\Delta_n}{\Delta_{n-1}}.$$ 

In particular, if $a_0 > 0$ and $\Delta_i > 0$ ($i = 1, 2, \ldots, n$), then the Routh-Hurwitz conditions hold (see Sec. 2.1).

While constructing the matrix (C.2.1) it may turn out that some entry $r_{m+1,1}$ $(1 \leq m \leq n)$ of the first column vanishes. In this irregular case one should find the first non-zero entry $r_{m+1,k+1}$ in the $(m+1)$-th row, as well as the last non-zero entries $r_{m,p}$ and $r_{m+1,s}$ in the $m$-th and $(m+1)$-th rows, respectively. Compute the deficiency number $S_{m+1}$ by the following rule:

$$S_{m+1} = \begin{cases} 
  k & \text{if } k \leq s - p \\
  s - p & \text{if } k > s - p \text{ and } (-1)^{s-p}r_{m,p}r_{m+1,s} < 0 \\
  s - p + 1 & \text{if } k > s - p \text{ and } (-1)^{s-p}r_{m,p}r_{m+1,s} > 0.
\end{cases}$$

Then, shift the $(m+1)$-th row to the left over $k$ positions, so that the element $r_{m+1,k+1}$ becomes the first one in the line, and multiply all other entries of this row through by $(-1)^k$. Since the first entry is now non-zero, one proceeds as in the regular case. Eventually, the number of roots of $\Xi(\lambda)$ with positive real parts will be equal to the number of sign changes in the first column added to the sum of deficiency numbers over all irregular rows.

There still remains a special case where for some $m$ the entire $(m+1)$-th row of the matrix consists of zeros, i.e. $r_{m+1,j} = 0$ at all $j$. This is the only situation when pure imaginary roots are possible. If this case is encountered, we should replace the $(m+1)$-th row by a row consisting of the following numbers

$$(p-1)r_{m,1}; \ (p-2)r_{m,2}; \ (p-3)r_{m,3}; \ \cdots;$$

where $p$ is the number of the last non-zero entry in the $m$-th row, and proceed as before. Upon completing the construction (there may be other vanishing rows that should be replaced too) we count the number of sign changes in the first column plus the sum of deficiency numbers (if some irregular rows have appeared). The result equals the number of roots with positive real parts. The number of purely imaginary roots here is equal to $2(p-1-l)$, where $p$ is the ordinal number of the last non-zero entry in the row which precedes the first.
vanishing one, and \( l \) is the number of sign changes in the first column plus the sum of deficiency numbers computed after this row. The corresponding equilibrium state will be structurally stable only if \( p = l + 1 \).

\[ \text{C.2.4.} \] Determine the stability and the topological type of an equilibrium state whose characteristic equation is given below:

\[ \Xi(\lambda) = \lambda^4 + 2\lambda^3 + \lambda^2 - 8\lambda - 20 = 0. \]

Solution. The corresponding Rough-Hurwitz matrix is given by

\[
\begin{array}{ccc}
1 & 1 & -20 \\
2 & -8 & \\
5 & -20 & (p = 2) \\
5 & & (\text{zero entry replaced by } (p - 1)r_{m,1} = 5) \\
-20 & \\
\end{array}
\]

Here there is one sign change in the first column, i.e. \( \Xi(\xi) \) has one root in the right open half-plane. Let us count the number of purely imaginary roots:

\[
2(p - 1 - l) = 2(2 - 1 - 1) = 0.
\]

Thus, the equilibrium state \( O \) is structurally stable, and its topological type is saddle (3,1).

\[ \text{C.2.2 3D case} \]

Consider a three-dimensional system

\[
\begin{aligned}
\dot{y}_1 &= a_1^{(1)}y_1 + a_2^{(1)}y_2 + a_3^{(1)}y_3 + P_1(y_1, y_2, y_3), \\
\dot{y}_2 &= a_1^{(2)}y_1 + a_2^{(2)}y_2 + a_3^{(2)}y_3 + P_2(y_1, y_2, y_3), \\
\dot{y}_3 &= a_1^{(3)}y_1 + a_2^{(3)}y_2 + a_3^{(3)}y_3 + P_3(y_1, y_2, y_3).
\end{aligned}
\]

(C.2.2)

Here, the functions \( P_i \) contain no linear terms. The characteristic equation of the system (C.2.2) is given by

\[ \Xi(\lambda) = \left| \begin{array}{ccc} a_1^{(1)} - \lambda & a_2^{(1)} & a_3^{(1)} \\ a_1^{(2)} & a_2^{(2)} - \lambda & a_3^{(2)} \\ a_1^{(3)} & a_2^{(3)} & a_3^{(3)} - \lambda \end{array} \right| = 0. \]

(C.2.3)

Equation (C.2.3) can be rewritten in the form of a cubic polynomial:

\[ \lambda^3 + p\lambda^2 + q\lambda + r = 0, \]

(C.2.4)
where
\[ p = -(a_1^{(1)} + a_2^{(2)} + a_3^{(3)}) , \]
\[ q = \left| \begin{array}{ccc} a_1^{(1)} & a_2^{(1)} & a_3^{(1)} \\ a_1^{(2)} & a_2^{(2)} & a_3^{(2)} \\ a_1^{(3)} & a_2^{(3)} & a_3^{(3)} \end{array} \right| + \left| \begin{array}{ccc} a_2^{(2)} & a_3^{(2)} \\ a_2^{(3)} & a_3^{(3)} \end{array} \right| , \]
\[ r = -\left| \begin{array}{ccc} a_1^{(1)} & a_2^{(1)} & a_3^{(1)} \\ a_1^{(2)} & a_2^{(2)} & a_3^{(2)} \\ a_1^{(3)} & a_2^{(3)} & a_3^{(3)} \end{array} \right| . \] (C.2.5)

Here, the Routh-Hurwitz stability condition reduces to the following relation:
\[ p > 0, \quad q > 0, \quad r > 0, \quad \text{and} \quad R \equiv pq - r > 0. \] (C.2.6)

The boundaries of the stability region are two surfaces given by \((r = 0, p > 0, q > 0)\) and \((R = 0, p > 0, q > 0)\). The characteristic equation has at least one zero root on the surface \(r = 0\), and a pair of purely imaginary roots on the surface \((R = 0, q > 0)\).

**C.2.4.** Show that the characteristic exponents of the equilibrium state on the bifurcation surface \(R = 0\) are \((-p, i\sqrt{q}, -i\sqrt{q})\). □

The number of real roots of Eq. (C.2.4) depends on the sign of the discriminant of the cubic equation:
\[ \Delta = -p^2q^2 + 4p^3r + 4q^3 - 18pqr + 27r^2. \] (C.2.7)

1. If \(\Delta > 0\), the cubic equation has one real root and two complex-conjugate ones;
2. If \(\Delta < 0\), the cubic equation has three distinct real roots;
3. When \(\Delta = 0\), the equation has one real root of multiplicity 3 if \(q = \frac{1}{3}p^2\) and \(r = \frac{1}{27}p^3\), or two real roots (one of multiplicity 2).

The equation \(\Delta = 0\) can be resolved as follows:
\[ r = \frac{1}{3}pq - \frac{2}{27}p^3 \pm \frac{2}{27}(p^2 - 3q)^{3/2}, \quad q \leq \frac{p^2}{3} . \]

Hence, the characteristic equation has all the three roots real if and only if
\[ q \leq \frac{p^2}{3} \quad \text{and} \quad r^-(p, q) \leq r \leq r^+(p, q) , \] (C.2.8)
where we denote
\[
    r^\pm = \frac{1}{3}pq - \frac{2}{27}p^3 \pm \frac{2}{27}(p^2 - 3q)^{3/2}.
\]

When the equilibrium state is topologically saddle, condition (C.2.8) distinguishes between the cases of a simple saddle and a saddle-focus. However, when the equilibrium is stable or completely unstable, the presence of complex characteristic roots does not necessarily imply that it is a focus. Indeed, if the nearest to the imaginary axis (i.e. the leading) characteristic root is real, the stable (or completely unstable) equilibrium state is a node independently of what other characteristic roots are.

The boundary between real and complex leading characteristic roots is formed by a part of the surface \( \Delta = 0 \) which corresponds to the double roots and by the surface
\[
    r = \frac{p}{3} \left( q - \frac{2p^2}{9} \right), \quad q \geq \frac{p^2}{3},
\]
which joins the surface \( \Delta = 0 \) along the line of triple roots. This surface corresponds to the existence of a pair of complex-conjugate roots whose real part is equal to the third root. When we cross this surface towards decreasing \(|r|\) this pair is moved farther from the imaginary axis than the real root, so the equilibrium state becomes a node. To the other side of this surface the complex-conjugate pair becomes closer to the imaginary axis than the real root, so that the equilibrium state becomes a focus.

When studying homoclinic bifurcations, an important characteristic of saddle equilibria is the sign of the saddle value \( \sigma \) defined as the sum of the real parts of the two leading characteristic exponents nearest to the imaginary axis from the left and from the right.

In the case of a saddle, when both leading exponents \( \lambda_{1,2} \) are real, the condition \( \sigma = 0 \) is a resonance relation \( \lambda_1 + \lambda_2 = 0 \). In terms of the coefficients of the cubic characteristic equation, this condition recasts as
\[
    R \equiv pq - r = 0, \quad -p^2 < q < 0.
\]
Observe that when \( q > 0 \), the surface \( R = 0 \), corresponds to the Andronov-Hopf bifurcation, whereas the part of the surface where \( q < -p^2 \), corresponds to the vanishing of the sum of one leading exponent and a non-leading one of opposite sign.
In the case of a saddle-focus of a three-dimensional system the condition \( \sigma = 0 \) reads as \( \lambda_1 + \text{Re}\lambda_2 = 0 \) where \( \lambda_1 \) is a real root and \( \lambda_{2,3} \) are the pair of complex-conjugate roots. This can be written as

\[
 r = -p(q + 2p^2), \quad -p^2 < q. \quad (C.2.11)
\]

When crossing this surface towards increasing \( r \), the saddle value becomes positive.

Another important characteristic of saddle equilibria of three-dimensional systems is the divergence of the vector field at the equilibrium state. It is equal to the sum of the characteristic roots, i.e. to \(-p\).

Summarizing, we can classify the rough equilibrium states in \( \mathbb{R}^3 \) as follows:

1. The case \( p > 0 \) (\( \text{div} < 0 \)) (See Table C.1).
2. The case \( p < 0 \) (\( \text{div} > 0 \)) (See Table C.2).
3. The case \( p = 0 \) (\( \text{div} = 0 \)) (See Table C.3).

Draw the corresponding bifurcation diagrams on the \((q, r)\)-plane with fixed \( p \).

Let us consider next a few examples. We will focus our consideration on the Lorenz equation, the Chua’s circuit, the Shimizu-Morioka model and some others.

The Chua’s circuit [179] is given by

\[
\begin{align*}
\dot{x} &= a(y - f(x)), \\
\dot{y} &= x - y + z, \\
\dot{z} &= -by,
\end{align*}
\quad (C.2.12)
\]

with cubic nonlinearity \( f(x) = -x/6 + x^3/6 \). Here, \( a \) and \( b \) are some positive parameters. System (C.2.12) is invariant under the transformation \((x, y, z) \leftrightarrow (-x, -y, -z)\).

Let us find the equilibrium states in (C.2.12) by solving the following system:

\[
\begin{align*}
0 &= a(y + x/6 - x^3/6), \\
0 &= x - y + z, \\
0 &= -by.
\end{align*}
\]
### Table C.1

<table>
<thead>
<tr>
<th>Parameter regions</th>
<th>Types of equilibria</th>
<th>σ</th>
<th>Eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ 0 &lt; r &lt; ] ( \begin{cases} \frac{r^+ (p, q)}{} &amp; \text{for } 0 &lt; q \leq \frac{p^2}{3} \ \frac{p}{3} \left( q - 2p^2 \right) &amp; \text{for } q \geq \frac{p^2}{3} \end{cases} )</td>
<td>Stable node</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1, i = 1, 2, 3 )</td>
</tr>
<tr>
<td>[ \text{dim } W^s = 3 ]</td>
<td>( \text{dim } W^u = 0 )</td>
<td>( 0 &gt; \lambda_1 &gt; \text{Re}\lambda_i ) (( i = 2, 3 ))</td>
<td></td>
</tr>
<tr>
<td>[ pq &gt; r &gt; ] ( \begin{cases} \frac{r^+ (p, q)}{} &amp; \text{for } 0 &lt; q \leq \frac{p^2}{3} \ \frac{p}{3} \left( q - 2p^2 \right) &amp; \text{for } q \geq \frac{p^2}{3} \end{cases} )</td>
<td>Stable focus</td>
<td>( \sigma &lt; 0 )</td>
<td>( 0 &gt; \text{Re}\lambda_{1,2} &gt; \lambda_3 )</td>
</tr>
<tr>
<td>[ \text{dim } W^s = 3 ]</td>
<td>( \text{dim } W^u = 0 )</td>
<td>( 0 &gt; \lambda_1 &gt; \lambda_2 &gt; \lambda_3 )</td>
<td></td>
</tr>
<tr>
<td>[ r &gt; ] ( \begin{cases} \frac{r^+ (p, q)}{} &amp; \text{for } q &lt; 0 \ \frac{p}{3} &amp; \text{for } q \geq 0 \end{cases} )</td>
<td>Saddle-focus ((1,2))</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_2 &gt; \lambda_3 &gt; \lambda_1 )</td>
</tr>
<tr>
<td>[ \text{dim } W^s = 1 ]</td>
<td>( \text{dim } W^u = 3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \text{dim } W^u = 1 )</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1 &lt; 0 &lt; \lambda_2 &lt; \lambda_3 )</td>
<td></td>
</tr>
<tr>
<td>[ 0 &gt; r &gt; ] ( \begin{cases} \frac{r^- (p, q)}{} &amp; \text{for } q \leq -p^2 \ \frac{p}{3} &amp; \text{for } -p^2 &lt; q &lt; 0 \end{cases} )</td>
<td>Saddle</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1 &gt; 0 &gt; \lambda_2 &gt; \lambda_3 )</td>
</tr>
<tr>
<td>[ \text{dim } W^s = 2 ]</td>
<td>( \text{dim } W^u = 1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \text{dim } W^u = 1 )</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1 &gt; 0 &gt; \lambda_2 &gt; \lambda_3 )</td>
<td></td>
</tr>
<tr>
<td>[ r^- (p, q) &lt; r &lt; ] ( \begin{cases} \frac{p}{3} &amp; \text{for } -p^2 &lt; q \leq 0 \ 0 &amp; \text{for } 0 \leq q &lt; \frac{p^2}{4} \end{cases} )</td>
<td>Saddle-focus ((2,1))</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1 &gt; 0 &gt; \text{Re}\lambda_{2,3} )</td>
</tr>
<tr>
<td>[ \text{dim } W^s = 2 ]</td>
<td>( \text{dim } W^u = 1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[ \text{dim } W^u = 1 )</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1 &gt; 0 &gt; \text{Re}\lambda_{2,3} )</td>
<td></td>
</tr>
<tr>
<td>[ r &lt; ] ( \begin{cases} \frac{r^- (p, q)}{} &amp; \text{for } q \leq -p^2 \ \frac{-p(q + 2p^2)}{} &amp; \text{for } q &gt; -p^2 \end{cases} )</td>
<td>Saddle-focus ((2,1))</td>
<td>( \sigma &lt; 0 )</td>
<td>( \lambda_1 &gt; 0 &gt; \text{Re}\lambda_{2,3} )</td>
</tr>
</tbody>
</table>
Table C.2

<table>
<thead>
<tr>
<th>Parameter regions</th>
<th>Types of equilibria</th>
<th>σ</th>
<th>Eigenvalues ( \lambda_i, i = 1, 2, 3 )</th>
</tr>
</thead>
</table>
| \( 0 > r > \) \[
\begin{cases}
  r^{-} (p, q) & \text{for } 0 < q \leq \frac{p^2}{3} \\
  \frac{p}{3} \left( q - \frac{2p^2}{9} \right) & \text{for } q \geq \frac{p^2}{3}
\end{cases}
\] | Repelling node | \( \sigma \) | \( 0 < \lambda_1 < \text{Re} \lambda_i \) \\
| \( 0 < r < \) \[
\begin{cases}
  r^{-} (p, q) & \text{for } 0 < q \leq \frac{p^2}{3} \\
  \frac{p}{3} \left( q - \frac{2p^2}{9} \right) & \text{for } q \geq \frac{p^2}{3}
\end{cases}
\] | Repelling focus | \( \sigma \) | \( 0 < \text{Re} \lambda_{1,2} < \lambda_3 \) |
| \( r < \) \[
\begin{cases}
  r^{-} (p, q) & \text{for } q \leq 0 \\
  \frac{pq}{q} & \text{for } q > 0
\end{cases}
\] | Saddle-focus \((2,1)\) | \( \sigma \) | \( \sigma > 0 \) \( \text{Re} \lambda_{2,3} < 0 < \lambda_1 \) |
| \( 0 > r > r^{-} (p, q), q < 0 \) | Saddle | \( \sigma \) | \( \lambda_1 > 0 > \lambda_2 > \lambda_3 \) |
| \( 0 < r < \) \[
\begin{cases}
  r^{+} (p, q) & \text{for } q \leq -p^2 \\
  \frac{pq}{q} & \text{for } -p^2 \leq q < 0
\end{cases}
\] | Saddle | \( \sigma \) | \( \lambda_1 < 0 < \lambda_2 < \lambda_3 \) |
| \( r^{+} (p, q) > r > \) \[
\begin{cases}
  \frac{pq}{q} & \text{for } -p^2 < q \leq 0 \\
  0 & \text{for } 0 \leq q < \frac{b^2}{4}
\end{cases}
\] | Saddle | \( \sigma \) | \( \lambda_1 < 0 < \lambda_2 < \lambda_3 \) |
| \( -p(q + 2p^2) > r > \) \[
\begin{cases}
  r^{+} (p, q) & \text{at } q \in \left( -p^2, \frac{p^2}{4} \right) \\
  0 & \text{at } q \geq \frac{p^2}{4}
\end{cases}
\] | Saddle-focus \((1,2)\) | \( \sigma \) | \( \lambda_1 < 0 < \text{Re} \lambda_{2,3} \) |
| \( r > \) \[
\begin{cases}
  r^{+} (p, q) & \text{for } q \leq -p^2 \\
  -p(q + 2p^2) & \text{for } q \geq -p^2
\end{cases}
\] | Saddle-focus \((1,2)\) | \( \sigma \) | \( \lambda_1 < 0 < \text{Re} \lambda_{2,3} \) |
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From these equilibrium equations, we find that $y = 0$, $x = -z$ and $x(1-x^2) = 0$. Thus, there are always three equilibria: $O(0, 0, 0)$ and $O_{1,2}(\pm 1, 0, \mp 1)$. The Jacobian matrix at the origin is given by

$$\begin{bmatrix}
a/6 & a & 0 \\
1 & -1 & 1 \\
0 & -b & 0
\end{bmatrix}.$$

The characteristic equation at $O(0, 0, 0)$ is

$$\det \begin{bmatrix} a/6 - \lambda & a & 0 \\
1 & -1 - \lambda & 1 \\
0 & -b & -\lambda \end{bmatrix} = 0,$$

or

$$\lambda^3 + (1 - a/6)\lambda^2 + (b - 7a/6)\lambda - ab/6 = 0. \quad (C.2.13)$$

One can see that since the constant term is negative, it follows immediately from the Routh-Hurwitz criterion that the origin is an unstable equilibrium state. Furthermore, it may have no zero characteristic roots when $a$ and $b$ are positive. The codimension-2 point $(a = b = 0)$ requires special considerations. We postpone its analysis to the last section, where we discuss the bifurcation of double zeros in systems with symmetry.
The condition $R \equiv pq - r = 0$ reads here as

$$b = \frac{7a}{6} - \frac{7a^2}{36}.$$  

We have $q = -\frac{7a^2}{36} < 0$ at $R = 0$. This means that the point at the origin cannot have a pair of purely imaginary eigenvalues. Thus, it is always structurally stable when $(a, b) \neq 0$. In accordance to the above classification table, its topological type is a saddle with a two-dimensional stable manifold, and a one-dimensional unstable manifold.

[C.2.##7.] In the $(a, b)$-parameter plane, find the transition boundary: saddle $\rightarrow$ saddle-focus for the origin, and equations for its linear stable and unstable subspaces. Detect the curves in the parameter plane that correspond to the vanishing of the saddle value $\sigma$ of the equilibrium state at the origin. Find where the divergence of the vector field at the saddle-focus vanishes. Plot the curves found in the $(a, b)$-plane. \hfill \square

Let us examine next the stability of the non-trivial equilibria $O_{1,2}(\pm1, 0, \mp1)$. First, we linearize the system at either $O_1$ or $O_2$. The associated Jacobian matrix is given by

$$\begin{bmatrix}
    -a/3 & a & 0 \\
    1 & -1 & 1 \\
    0 & -b & 0
\end{bmatrix}.$$  

The characteristic polynomial is given by

$$\lambda^3 + (1 + a/3)\lambda^2 + (b - 2a/3)\lambda + ab/3 = 0.$$  \hspace{1cm} (C.2.14)

Like $O$, the equilibria $O_{1,2}$ cannot have a zero characteristic exponent for $ab \neq 0$. The condition $R = 0$ reads here as

$$b = \frac{2}{9}a(3 + a).$$

This bifurcation boundary is plotted in Fig. C.2.1. The corresponding expression for $q$ is $q = 2a^2/9 > 0$. Therefore, at $R = 0$, the equilibria $O_{1,2}$ have a pair of pure imaginary characteristic exponents, namely,

$$\lambda_{1,2} = \pm\frac{a\sqrt{2}}{3} \quad \text{and} \quad \lambda_3 = -(1 + a/3).$$

This corresponds to the Andronov-Hopf bifurcation. When $R > 0$ the equilibria $O_{1,2}$ are stable foci, and when $R < 0$, they are saddle-foci (1,2). The
stability of $O_{1,2}$ in the critical case depends on whether the corresponding Andronov-Hopf bifurcation is sub- or super-critical (see Secs. 9.3 and 11.5), i.e. whether the point $O_{1,2}$ is a stable or unstable weak focus. To find out what occurs here we will need to determine the sign of the first Lyapunov value $L_1$. When $L_1 < 0$, $O_{1,2}$ are stable, and they are unstable if $L_1 > 0$. If the Lyapunov value vanishes on the Andronov-Hopf bifurcation curve, the sign of the next Lyapunov value $L_2$ must be computed, etc.

Consider the Lorenz equation [87]

$$
\begin{align*}
\dot{x} &= -\sigma (x - y), \\
\dot{y} &= r x - y - xz, \\
\dot{z} &= -bz + xy,
\end{align*}
$$

(C.2.15)

where $\sigma, r$ and $b$ are positive parameters; we will assume, moreover, that $\sigma > b + 1$. Notice that this equation is invariant under the involution $(x, y, z) \leftrightarrow (-x, -y, z)$.

Let us find the equilibrium states of this equation by solving the following system:

$$
\begin{align*}
0 &= -\sigma (x - y), \\
0 &= r x - y - xz, \\
0 &= -bz + xy,
\end{align*}
$$

We find that $x = y, x(r - 1 - z) = 0$ and $bz = x^2$. Plugging the last relation into the middle one, we arrive at the equation for the coordinates of equilibria:

$$
\begin{align*}
x(b(r - 1) - x^2) &= 0.
\end{align*}
$$

(C.2.16)

One can see that the Lorenz equation always has one equilibrium state $O$ at the origin. When $r > 1$, along with $O$ there are two more equilibrium states $O_{1,2}(x_{1,2} = y_{1,2} = \pm b^{1/2}(r - 1)^{1/2}, z_{1,2} = r - 1)$.

The Jacobian matrix at the origin is given by

$$
\begin{pmatrix}
-\sigma & \sigma & 0 \\
\sigma & r & 0 \\
0 & 0 & -b
\end{pmatrix}.
$$
The characteristic equation

\[
\det \begin{bmatrix}
-\sigma - \lambda & \sigma & 0 \\
r & -1 - \lambda & 0 \\
0 & 0 & -b - \lambda
\end{bmatrix} = 0
\]

has three real roots:

\[
\lambda_1 = -b \quad \text{and} \quad \lambda_{2,3} = \frac{-(\sigma + 1) \pm \sqrt{(\sigma + 1)^2 + 4\sigma(r - 1)}}{2}.
\]

Thus, when \( r < 1 \), the origin is a stable equilibrium state. When \( r = 1 \), the equilibrium state has one zero root. When \( r > 1 \), the origin becomes a saddle with a one-dimensional unstable manifold, and its stability is inherited by the stable equilibria \( O_{1,2} \).

The unstable manifold \( W^u_O \) is composed of the saddle point itself and two trajectories \( \Gamma_{1,2} \) that come from \( O \) as \( t \to +\infty \). The stable manifold \( W^s_O \) is two-dimensional. The leading stable direction in \( W^s_O \) is given by the eigenvector corresponding to the smallest negative characteristic root. In our case, this is \( \lambda_1 = -b \), and the corresponding eigenvector is \((0, 0, 1)\). Note that there is an invariant line \( x = y = 0 \) in \( W^s_O \).

\textbf{C.2.8.} Find the equations of \( E^u_O \) and \( E^s_O \) at the origin. \( \square \)

Let us carry out the stability analysis for \( O_{1,2} \). We can choose either one; let it be \( O_1 \). The Jacobian matrix at \( O_1 \) is given by

\[
\begin{bmatrix}
-\sigma & \sigma & 0 \\
r - z_1 & -1 & -x_1 \\
x_1 & y_1 & -b
\end{bmatrix}.
\]

The corresponding characteristic equation is given by

\[
\lambda^3 + (\sigma + b + 1)\lambda^2 + b(\sigma + r)\lambda + 2b\sigma(r - 1) = 0.
\]

The stability boundary of the equilibria \( O_{1,2} \) is determined by the condition:

\[
R \equiv b(\sigma + r)(\sigma + b + 1) - 2b\sigma(r - 1) = 0. \quad (C.2.17)
\]

Thus, provided \( \sigma > b + 1 \), the equilibrium states \( O_{1,2} \) are stable when

\[
1 < r < \frac{\sigma(b + 3)}{\sigma + b - 1}.
\]
C.2. Rough equilibrium states and stability boundaries

Fig. C.2.1. A part of the \((a, b)\)-bifurcation diagram of the Chua's circuit; \(AH\) denotes the Andronov-Hopf bifurcation curve; \(\sigma = 0\) corresponds to the vanishing of the saddle value when the origin is a saddle.

Fig. C.2.2. The Andronov-Hopf bifurcation curve \(AH\) and a pitch-fork curve \(r = 1\) in the \((r, \sigma)\)-plane of the Lorenz model at \(b = 8/3\).
They become saddle-foci \((1,2)\) when \(R \leq 0\). This happens on, and to the right of the Andronov-Hopf bifurcation curve \(AH\) in the \((r, \sigma)\)-parameter plane in Fig. C.2.2.

The stability of the bifurcating equilibria \(O_{1,2}\) at the critical moment \(R = 0\) is determined by the first Lyapunov value \(L_1\). We will derive its analytical expression in Sec. C.5.

C.2.9. Find a point in the \((r, a)\)-parameter plane in Fig. C.2.3 where an equilibrium state of the asymmetric Lorenz model \([189]\)

\[
\begin{align*}
\dot{x} &= -10(x - y), \\
\dot{y} &= rx - y - xz + a, \\
\dot{z} &= -\frac{8}{3} + xy
\end{align*}
\]  

has a pair of zero eigenvalues. \(\square\)

Consider next the following third-order system from atmospheric physics \([128]\) and \([183]\)

\[
\begin{align*}
\dot{x} &= -y^2 - z^2 - ax + aF, \\
\dot{y} &= xy - bxz - y + G, \\
\dot{z} &= bxy + xz - z,
\end{align*}
\]  

where \((a, b, F, G)\) are positive parameters. To find its equilibrium states \((x_0, y_0, z_0)\), we equate the right-hand side of (C.2.19) to zero:

\[
\begin{align*}
0 &= -y_0^2 - z_0^2 - ax_0 + aF, \\
0 &= x_0y_0 - bx_0z_0 - y_0 + G, \\
0 &= bx_0y_0 + x_0z_0 - z_0.
\end{align*}
\]  

From the second and the third equations, we obtain

\[
y_0 = \frac{G(1 - x_0)}{1 - 2x_0 + (1 + b^2)x_0^2},
\]  

\[
z_0 = \frac{bGx_0}{1 - 2x_0 + (1 + b^2)x_0^2}.
\]  

Substituting (C.2.21) into the first equation in (C.2.20), we obtain

\[
(1 + b^2)x_0^3 - [2 + (1 + b^2)F]x_0^2 + (1 + 2F)x_0 + \left(\frac{C^2}{a} - F\right) = 0.
\]  

(C.2.22)
Next, we introduce the new parameters

\[ B = \frac{1}{1 + b^2}, \quad G' = \frac{G^2}{a} - \frac{F}{1 + b^2}, \]

and make a translation

\[ x_0 = \bar{x} + \frac{2B + F}{3}. \]

Then (C.2.22) transforms into the cubic canonical equation

\[ \bar{x}^3 + s\bar{x} + t = 0, \quad (C.2.23) \]

where

\[ t = B(1 + 2F) - \frac{(2B + F)^2}{3}, \]
\[ s = \frac{B(1 + 2F)(2B + F)}{3} + G' - \frac{2(2B + F)^3}{27}. \]

The discriminant of Eq. (C.2.23) is given by

\[ \Delta = \frac{t^2}{4} + \frac{s^3}{27}. \]

The corresponding bifurcation curve determined by the condition \( \Delta = 0 \) is plotted in Fig. C.2.4. It breaks the parameter plane \((F, G)\) into regions where system (C.2.19) possesses either one or three equilibrium states (inside the wedge in Fig. C.2.4). The precise location of the cusp, where all three equilibrium states coalesce, is determined by the simultaneous vanishing of \( s \) and \( t \) (the point labeled \( CP \)). This occurs when

\[ G = \frac{2\sqrt{12b}\sqrt{ab}}{3(1 + b^2)}, \quad F = \frac{1 + \sqrt{3}b}{1 + b^2}. \]

C.2. #10. Show that the system possesses an equilibrium state with characteristic exponents \((0, \pm i\omega)\) (Gavrilov-Guckenheimer bifurcation) at

\[ F^* = \frac{3a^2 + 3a^2b^2 + 12ab^2 + 12b^2 + 4a}{4(a + ab^2 + 2b^2)}, \]
\[ G^* = \frac{\sqrt{a}(a^2 + a^2b^2 + 4ab^2 + 4b^2)}{4\sqrt{a + ab^2 + 2b^2}}. \]
Fig. C.2.3. A partial bifurcation diagram for the asymmetric Lorenz model. The point \( CP \) is a cusp, at \( BT \) the system has a double-degenerate equilibrium state with two zero characteristic exponents (see Sec. 13.2).

Fig. C.2.4. A fragment of the \((F,G)\)-bifurcation portrait derived from a linear stability analysis for \( a = 1/4 \) and \( b = 4 \).
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Hint: use the fact that at this bifurcation point the trace and the determinant of the Jacobian matrix must vanish simultaneously. □

C.2.#11. Carry out a linear stability analysis of the following system

\[
\dot{r} = r(\mu_1 + az + z^2), \\
\dot{z} = \mu_2 + z^2 + br^2, \\
\dot{\varphi} = \omega + cz,
\]

where \( r, \varphi \) and \( z \) are cylindrical coordinates, \( \mu_{1,2} \) are control parameters, and \( a, b, c \) assume the values \pm 1. This is a truncated normal form for the Gavrilov-Guckenheimer bifurcation. □

C.2.#12. Find the transformation of coordinates and time which brings the Lorenz system (C.2.15) to the following form

\[
\dot{x} = y, \\
\dot{y} = x - xz - ay + Bx^3, \\
\dot{z} = -b'(z - x^2),
\]

(C.2.24)

Hint: the corresponding relation between the parameters of both systems is

\[
b' = \frac{b}{\sqrt{\sigma(r - 1)}}, \quad a = \frac{1 + \sigma}{\sqrt{\sigma(r - 1)}}, \quad B = \frac{b}{2b - \sigma}.
\]

The system (C.2.24) is the asymptotic normal form appearing in the study [129] of local codimension-three bifurcations of equilibria and periodic orbits of systems with a symmetry (see Sec. C.4). When \( B = 0 \), system (C.2.24) is the Shimizu-Morioka model [127], [191]

\[
\dot{x} = y, \\
\dot{y} = x - xz - ay, \\
\dot{z} = -bz + x^2,
\]

(C.2.25)

which can be viewed as the approximation of the Lorenz equation for large Raleigh numbers \( r \). In a slightly different form, it can also be derived from PDEs describing a weakly nonlinear magneto-convection in the limit of tall, thin rolls [187].
The Shimizu-Morioka model has three equilibria when \( b > 0 \). The origin \( O(0, 0, 0) \) is a saddle of type (2,1) with the characteristic exponents
\[
\lambda_{1,2} = -a/2 \pm (a^2/4 + 1)^{1/2}, \quad \lambda_3 = -b.
\]
The change of the leading direction in \( E^s \) occurs on the curve \( a = (b^2 - 1)/b \) when \( \lambda_2 = \lambda_3 \). The saddle value \( \sigma = \lambda_1 + \lambda_3 \) vanishes on the curve \( a = (1 - b^2)/b \).

\[ \text{C.2.\#13.} \] Write down the equations of the eigenspaces \( E^s, E^u, E^{sL} \) for the saddle at the origin.

The characteristic equation at the non-trivial equilibria \( O_{1,2}(\pm \sqrt{b}, 0, 1) \) of the Shimizu-Morioka model is given by
\[
\lambda^3 + (a + b)\lambda^2 + ab\lambda + 2b = 0.
\]

The Andronov-Hopf bifurcation curve \( AH \) in Fig. C.2.5 is given by \( (a + b)a - 2 = 0 \). The characteristic exponents at \( O_{1,2} \) on it are
\[
\lambda_3 = -2/a, \quad \lambda_{1,2} = \pm i \sqrt{2 - a^2}.
\]

Above the curve \( AH \) the equilibria \( O_{1,2} \) are stable foci; they are saddle-foci of type (1, 2) below the curve.

The equilibrium states in the Rössler system [172, 188]
\[
\begin{align*}
\dot{x} &= -y - z, \\
\dot{y} &= x + ay, \\
\dot{z} &= bx - cz + xz,
\end{align*}
\]
are \( O(0, 0, 0) \) and \( O_1(c - ab, b - c/a, c/a - b) \). The characteristic equation at \( O \) is given by
\[
\lambda^3 + (c - a)\lambda^2 + (1 + b - ac)\lambda + (c - ab) = 0.
\]
It has the roots \( (i\omega, -i\omega, \lambda) \) when
\[
a = \frac{(1 + c^2) + \sqrt{(1 + c^2)^2 - 4bc^2}}{2c}, \quad \sqrt{c^2 + \frac{1}{4} - \frac{1}{2}} < b < \frac{(1 + c^2)^2}{4c^2}.
\]
or

\[ a = \frac{(1 + c^2) - \sqrt{(1 + c^2)^2 - 4bc^2}}{2c}, \quad b < \begin{cases} \sqrt{\frac{c^2 + \frac{1}{4} - \frac{1}{2}}{1 + c^2}} & \text{for } c \geq \sqrt{2 + \sqrt{5}}, \\ \frac{1 + c^2}{4c^2} & \text{for } c \leq \sqrt{2 + \sqrt{5}}. \end{cases} \]

This equilibrium state has one zero root when \( a = c/b \).

The characteristic equation at \( O_1 \) assumes the form

\[ \lambda^3 + a(b - 1)\lambda^2 + \left(1 + \frac{c}{a} - a^2b\right)\lambda + (ab - c) = 0. \]

It has a pair of purely imaginary roots on the curve

\[ c = \frac{a}{b} + (b - 1)a^2, \quad a^2 < 1 + \frac{1}{b}. \]

In addition, this equilibrium state may have a single zero root when \( a = c/b \). Thus, the equilibrium states \( O_1 \) and \( O_2 \) coalesce when \( ab = c \). The two other characteristic exponents of this degenerate point are given by

\[ \lambda_{1,2} = \frac{a(1-b) \pm \sqrt{a^2(b+1)^2 - 4(b+1)}}{2}. \]

Hence, the exponents \( \lambda_{1,2} \) become pure imaginary when

\[ b = 1, \quad 0 < a < \sqrt{2}. \]

The Rössler system and the new Lorenz system (C.2.19) are remarkable in that both have a doubly degenerate equilibrium state with characteristic exponents equal to \((0, \pm i\omega)\). The feature of this bifurcation is that the unfolding may contain a torus bifurcation curve along with curves corresponding to homoclinic loops to saddle-foci, and therefore non-trivial dynamics may emerge instantly in a neighborhood of the bifurcating equilibria.

\[ \Box \]

[C.2.14.] Study the equilibria of the Hindmarsh-Rose model of neuronal activity [177]

\[ \begin{align*}
\dot{x} &= y - z - x^3 + 3x^2 + I, \\
\dot{y} &= -y - 2 - 5x^2, \\
\dot{z} &= \varepsilon(2(x + 1.6) - z),
\end{align*} \quad (C.2.26) \]
Fig. C.2.5. The \((a, b)\)-bifurcation diagram in the Shimizu-Morioka system derived from a linear stability analysis. \(AH\) labels the Andronov-Hopf bifurcation curve; \(\sigma = 0\) corresponds to zero saddle-value; \(HB - H8\) corresponds to the change of the leading direction at the origin.

Fig. C.2.6. The \(x\)-coordinate of the equilibrium state versus \(z\) in the fast planar system at \(I = 5\) and \(\varepsilon = 0\). \(AH\) and \(SN\) denote, respectively, the Andronov-Hopf and the saddle-node bifurcations of the equilibria.
where $I$ and $\varepsilon$ are two control parameters. Start with the case $\varepsilon = 0$ (see Fig. C.2.6).

[C.2.15] Perform the linear stability analysis of the following systems describing bifurcations of an equilibrium state with three zero characteristic exponents in the case where the Jacobian matrix has a complete Jordan block [162, 163]:

$$
\begin{align*}
\dot{x} &= y, & \dot{x} &= y, \\
\dot{y} &= z, & \dot{y} &= z, \\
\dot{z} &= ax - x^2 - by - z; & \dot{z} &= ax - x^3 - by - z. \\
\end{align*}
\tag{C.2.27}
$$

How does the cubic term change the symmetry properties of the system? 

[C.2.16] The following “dimensional” perturbations of the Lorenz equation and the Shimizu-Morioka model are given by the following augmented systems

$$
\begin{align*}
\dot{x} &= -\sigma(x - y), & \dot{x} &= y, & \dot{x} &= y, \\
\dot{y} &= rx - y - xz, & \dot{y} &= -ay + x - xz, & \dot{y} &= -ay + x - xz, \\
\dot{w} &= z, & \dot{z} &= bz + \mu w, & \dot{z} &= w, \\
\dot{z} &= -bw - az + xy, & \dot{w} &= -bw - zw, & \dot{w} &= -bw - zw + x^2 + cz^2. \\
\end{align*}
\tag{C.2.27}
$$

Find equilibrium states of these system and determine their types.

[C.2.17] What are the minimum dimensions of $W^s$ and $W^u$ of the equilibrium state shown in Fig. C.2.7?

Fig. C.2.7. Trajectory homoclinic to a saddle-focus (2,2).
C.3 Periodically forced systems

Consider an $n$-dimensional system

$$\dot{x} = Ax + f(t), \quad (C.3.1)$$

where $f(t)$ is a continuous periodic function of period $2\pi$.

[C.3.#18.] Construct a Poincaré map of the plane $(x, y, t = 0)$ onto the plane $(x, y, t = \tau = 2\pi)$.

Solution. According to the Lagrange method of variations of parameters, the solution of (C.3.1) is given by

$$x(t) = e^{At}x_0 + \int_0^t e^{A(t-\tau)}f(\tau)d\tau.$$

Assuming $t = 2\pi$, we obtain the mapping

$$x_1 = e^{2\pi A}x_0 + \int_0^{2\pi} e^{A(2\pi-\tau)}f(\tau)d\tau. \quad (C.3.2)$$

[C.3.#19.] Determine the condition under which the above map has: (1) a unique fixed point and, (2) no fixed points.

Solution. The equation for the fixed points is given by

$$[I - e^{2\pi A}]x = C,$$

where $C$ denotes the integral in (C.3.2). The two cases possible here are:

1. $\det(I - e^{2\pi A}) \neq 0$. In this case there exists only one fixed point.
2. $\det(I - e^{2\pi A}) = 0$. Then, it follows from the Kronecker-Capelli (consistency) theorem that if the rank of $(I - e^{2\pi A})$ is equal to that of the augmented matrix $(I - e^{2\pi A}|C)$, then there are infinitely many fixed points. Otherwise, there are no fixed points.

[C.3.#20.] Show that the roots $z_1, \ldots, z_n$ of the characteristic equation $\det(zI - e^{2\pi A}) = 0$ are given by $e^{2\pi \lambda_1}, \ldots, e^{2\pi \lambda_n}$, where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of the linear system

$$\dot{x} = Ax. \quad (C.3.3)$$
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C.3. #21. Prove that if the origin is a structurally stable equilibrium state of the system (C.3.3), then the corresponding fixed point of the map (C.3.2) is structurally stable as well. Furthermore, show that the topological types of the equilibrium state of (C.3.3) and the fixed point of (C.3.2) are the same.

C.3. #22. Show that \( \det (I - e^{2\pi A}) = 0 \) if only one of the eigenvalues \( \lambda_1, \ldots, \lambda_n \) is zero or is equal to \( i\omega \) with integer \( \omega \).

C.3. #23. Determine the condition under which the two-dimensional system

\[
\begin{align*}
\dot{x} &= -\omega y + f(t), \\
\dot{y} &= \omega x + g(t),
\end{align*}
\]

(C.3.4)

where \( f \) and \( g \) are continuous functions of period \( 2\pi \), has an infinite number of periodic orbits of period \( 2\pi q \), where \( q \geq 1 \) is some integer.

Solution. The mapping \( T: t = 0 \to t = 2\pi \) can be written in the form

\[
\begin{align*}
x_1 &= x_0 \cos 2\pi \omega - y_0 \sin 2\pi \omega + C_1, \\
y_1 &= x_0 \sin 2\pi \omega + y_0 \cos 2\pi \omega + C_2,
\end{align*}
\]

where

\[
C_1 = \int_0^{2\pi} (f(\tau) \cos \omega (2\pi - \tau) - g(\tau) \sin \omega (2\pi - \tau))d\tau,
\]

\[
C_2 = \int_0^{2\pi} (f(\tau) \sin \omega (2\pi - \tau) + g(\tau) \cos \omega (2\pi - \tau))d\tau.
\]

When

\[
\det \begin{pmatrix}
\cos 2\pi \omega - 1 & -\sin(2\pi \omega) \\
\sin(2\pi \omega) & \cos(2\pi \omega) - 1
\end{pmatrix} = (\cos 2\pi \omega - 1)^2 + \sin^2 2\pi \omega \neq 0
\]

this map has a unique fixed point. This condition is violated when \( \omega \) is an integer. In the latter case, the map is recast as

\[
x_1 = x_0 + C_1, \quad y_1 = y_0 + C_2.
\]

Therefore, if \( C_1^2 + C_2^2 \neq 0 \), it is clear that the map can have neither fixed nor periodic points; and if \( C_1 = C_2 = 0 \), all points are fixed ones.
Consider now the case where \( \omega \) is not an integer. Let \((x^*, y^*)\) be the coordinates of the fixed point. Applying the transformation \( x = x^* + \xi \) and \( y = y^* + \nu \) we translate the fixed point to the origin. Introducing polar coordinates, the map \( T \) assumes the form
\[
\rho_1 = \rho_0, \\
\theta_1 = \theta_0 + 2\pi \omega \mod 2\pi.
\]
One can see that every circle \( r = \text{constant} \) is invariant here and that the map on every circle is the same:
\[
\theta_1 = \theta_0 + 2\pi \omega \mod 2\pi.
\]
The last one has no periodic points when \( \omega \) is irrational. When \( \omega = p/q \) with integer \( p \) and \( q \), all the points are periodic with period \( q \).

Let us consider next a quasi-linear system
\[
\begin{align*}
\dot{x} &= Ax + \mu f(x, y), \\
\dot{y} &= By + \mu g(x, y),
\end{align*}
\]
where \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \). The spectrum of \( A \) is supposed to lie on the imaginary axis, that of \( B \) lies in the left half-plane, and \( f, g \in \mathcal{C}^k \).

\( \text{[C.3.24]} \) Prove the following theorem, which is analogous to the center manifold theorem:

**Theorem C.1.** For any \( R > 0 \) there is a \( \mu_0 \), such that for \( |\mu| < \mu_0 \) the sphere \( \|(x, y)\| \leq R \) contains an attracting invariant \( \mathcal{C}^k \)-smooth manifold \( y = \mu \varphi(x, \mu) \).

It follows from the above theorem that the study of (C.3.5) is reduced to the study of the \( n \)-dimensional system
\[
\begin{align*}
\dot{x} &= Ax + \mu f(x, \mu \varphi(x, \mu)) = Ax + \mu \tilde{f}(x) + o(\mu),
\end{align*}
\]
where \( \tilde{f}(x) = f(x, 0) \).

\( \text{[C.3.25]} \) Consider the analogous case of quasi-linear maps.

\( \text{[C.3.26]} \) Prove the analog of Theorem C.1 for the following \((n + m)\)-dimensional system
\[
\begin{align*}
\dot{x} &= Ax + h_1(t) + \mu f(x, y, t), \\
\dot{y} &= By + h_2(t) + \mu g(x, y, t),
\end{align*}
\]
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where all functions are smooth and $2\pi$-periodic. The spectra of $A$ and $B$ are supposed to lie on the imaginary axes and to the left of it, respectively.

Note that the truncated equation

$$\dot{y} = By + h_2(t)$$

has a unique $2\pi$-periodic solution $y = \alpha(t)$. Thus, we can always make $h_2(t) \equiv 0$ (using the change $\tilde{y} \rightarrow y + \alpha(t)$).

Let us consider the system

$$\dot{x} = \mu f(x, t),$$  \hspace{1cm} (C.3.7)

where $f(x, t) = f(x, t + 2\pi)$ is a continuous function with respect to $t$ and smooth with respect to $x$, $x \in \mathbb{R}^n$.

[C.3.#27.] Find the Poincaré map up to the terms of order $\mu^2$.

Hint: the solution is found from the integral equation

$$x(t) = x_0 + \mu \int_0^t f(x(\tau), \tau) d\tau$$

using the method of successive approximations:

1st approximation is given by $x(t) = x_0$,

2nd approximation is given by $x(t) = x_0 + \mu \int_0^t f(x_0, \tau) d\tau$,

$n$-th approximation has the form $x_{n+1}(t) = x_0 + \mu \int_0^t f(x_0, \tau) d\tau + O(\mu^2)$.

Solution:

$$x_1 = x_0 + \mu \int_0^{2\pi} f(x_0, \tau) d\tau + O(\mu^2).$$  \hspace{1cm} (C.3.8)

Denote $f_0(x) = \int_0^{2\pi} f(x_0, \tau) d\tau$.

[C.3.#28.] Show that the time $2\pi$ shift along the trajectories of the system

$$\dot{x} = \frac{\mu}{2\pi} f_0(x)$$  \hspace{1cm} (C.3.9)

coincides with (C.3.8) up to the terms of order $\mu^2$. The system (C.3.9) is called an averaged system.
C.3.#29. Prove the following theorem

**Theorem C.2.** Structurally stable equilibrium states of the averaged system correspond to structurally stable periodic orbits of the original system: if \( x^* \) is a structurally stable equilibrium state in (C.3.9), then the Poincaré map (C.3.8) for the system (C.3.7) has a structurally stable fixed point close to \( x^* \) for all sufficiently small \( \mu \).

**Proof.** Let \( x^* \) be a structurally stable equilibrium state of the system (C.3.9); i.e.

\[
f_0(x^*) = 0
\]

and the roots \( \lambda_1, \ldots, \lambda_n \) of the characteristic equation do not lie on the imaginary axis. Hence, we can seek them as \( \lambda = \frac{2\pi}{\sigma} \)

\[
\det \left( \frac{\partial f_0}{\partial x}(x^*) - \sigma I \right) = 0. \tag{C.3.10}
\]

The fixed points of (C.3.8) can be found from the equation

\[
f_0(x) + O(\mu) = 0.
\]

Since \( f_0(x^*) = 0 \) and \( |\frac{\partial f_0}{\partial x}(x^*)| \neq 0 \) because (C.3.10) has no zero roots, it follows that there exists a fixed point \( x = x^* + O(\mu) \). The corresponding characteristic equation at this point is written in the form:

\[
\det \left( I + \mu \frac{\partial f_0}{\partial x}(x^*) + O(\mu^2) - \sigma z \right) = 0.
\]

We seek the roots of this equation in the form \( z = 1 + \mu \sigma \). Then we find that it recasts as

\[
\det \left( \frac{\partial f_0}{\partial x}(x^*) + O(\mu) - \sigma I \right) = 0.
\]

Therefore, for all small \( \mu \) the roots \( \sigma \) will be close to those of (C.3.10). Thus, the fixed point will be structurally stable. Moreover, it has the same topological type as the equilibrium state of the averaged system.

C.3.#30. Prove that in the general case

\[
\dot{x} = Ax + \mu f(x, t),
\]
where \( f(x, t) \) is a continuous function of time, smooth with respect to \( x \), the associated Poincaré map is given by

\[
x_1 = e^{2\pi A}x_0 + \mu \int_0^{2\pi} e^{A(2\pi - \tau)} f(e^{A\tau}x_0, \tau) d\tau + O(\mu^2).
\]

\[\square\]

**C.3.31.** Verify that if \( \det(e^{2\pi A} - I) \neq 0 \), it follows that for any given \( R \), if \( \mu \) is small enough, in the sphere of radius \( R \) there is a single fixed point \( x^*(\mu) \) such that \( x^*(\mu) \to 0 \) as \( \mu \to 0 \). \[\square\]

Let us examine the system of two equations

\[
\begin{align*}
\dot{x} &= -\omega y + \mu f(x, y, t), \\
\dot{y} &= \omega x + \mu g(x, y, t).
\end{align*}
\] (C.3.11) \[\square\]

**C.3.32.** Compute the map up to the terms of order \( \mu^2 \).

Solution:

\[
\begin{align*}
x_1 &= x_0 \cos 2\pi \omega - y_0 \sin 2\pi \omega + \mu \Phi_1(x_0, y_0) + \mu^2(\cdots), \\
y_1 &= x_0 \sin 2\pi \omega + y_0 \cos 2\pi \omega + \mu \Phi_2(x_0, y_0) + \mu^2(\cdots),
\end{align*}
\] (C.3.12) \[\square\]

where

\[
\begin{align*}
\Phi_1 &= \int_0^{2\pi} \left[ f(x_0 \cos \omega \tau - y_0 \sin \omega \tau, x_0 \sin \omega \tau + y_0 \cos \omega \tau, \tau) \cos \omega \tau \\
&\quad + g(x_0 \cos \omega \tau - y_0 \sin \omega \tau, x_0 \sin \omega \tau + y_0 \cos \omega \tau, \tau) \sin \omega \tau \right] d\tau \\
\Phi_2 &= \int_0^{2\pi} \left[ -f(x_0 \cos \omega \tau - y_0 \sin \omega \tau, x_0 \sin \omega \tau + y_0 \cos \omega \tau, \tau) \sin \omega \tau \\
&\quad + g(x_0 \cos \omega \tau - y_0 \sin \omega \tau, x_0 \sin \omega \tau + y_0 \cos \omega \tau, \tau) \cos \omega \tau \right] d\tau.
\end{align*}
\]

**C.3.33.** Write the system (C.3.11) in polar coordinates \( x = r \cos \theta \), \( y = r \sin \theta \).

Solution:

\[
\begin{align*}
\dot{r} &= \mu R(r, \theta, t), \\
\dot{\theta} &= \omega + \mu \Psi(r, \theta, t),
\end{align*}
\]
where
\[
R = f(r \cos \theta, r \sin \theta, t) \cos \theta + g(r \cos \theta, r \sin \theta, t) \sin \theta
\]
\[
\Psi = \frac{1}{r} [-f(r \cos \theta, r \sin \theta, t) \sin \theta + g(r \cos \theta, r \sin \theta, t) \cos \theta].
\]

\[C.3.\#34.\] Let
\[
R(r, \theta, t) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_{nm}(r) e^{i(m\theta+nt)}
\]
\[
\Psi(r, \theta, t) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} b_{nm}(r) e^{i(m\theta+nt)}.
\]

Construct the Poincaré map up to \(O(\mu^2)\) for the case where \(\omega\) is an integer.

Solution:
\[
r_1 = r_0 + 2\pi \mu \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} a_{nm}(r_0) e^{im\theta_0} + \mu^2 (\cdots)
\]
\[
\theta_1 = \theta_0 + 2\pi \mu \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} b_{nm}(r_0) e^{im\theta_0} + \mu^2 (\cdots).
\]

If \(\omega\) is an integer, the map (C.3.12) can be represented as follows
\[
x_1 = x_0 + \mu \Phi_1(x_0, y_0) + \mu^2 (\cdots),
\]
\[
y_1 = y_0 + \mu \Phi_2(x_0, y_0) + \mu^2 (\cdots).
\]

\[C.3.\#35.\] Prove the following theorem:

**Theorem C.3. (Averaging Theorem)** If \(\omega\) is an integer, then for sufficiently small \(\mu > 0\) structurally stable equilibrium states of the system
\[
\dot{x} = \frac{\mu}{2\pi} \Phi_1(x, y),
\]
\[
\dot{y} = \frac{\mu}{2\pi} \Phi_2(x, y)
\]
will correspond to structurally stable fixed points of the Poincaré map. Moreover, stable equilibria correspond to stable fixed points. \(\square\)
In polar coordinates the averaged system is given by
\[ \dot{r} = \mu \sum_{m=-\infty}^{\infty} a_{nm}(r)e^{im\theta} = \mu R_0(r, \theta), \]
\[ \dot{\theta} = \mu \sum_{m=-\infty}^{\infty} b_{nm}(r)e^{im\theta} = \mu \Psi_0(r, \theta). \]

One should take into account that \( r = 0 \) is a singularity here.

[C.3.#36.] Find the associated averaged system for the van der Pol equation
\[ \ddot{x} + \mu (1 - x^2) \dot{x} + \omega^2 x = \mu A \sin t \]
provided that \( \omega^2 = 1 + \mu \Delta \) (where \( \Delta \) is called a detuning). Examine the types of equilibrium states as \( A \) and \( \Delta \) vary.

Consider now the case where \( \omega \) is not an integer. According to C.3.#31, the map (C.3.12) has a unique fixed point close to zero in this case.

[C.3.#37.] Find the periodic motion \((x^*(t), y^*(t))\) corresponding to this fixed point and find the equations of the system after straightening this periodic solution (translate the origin into \((x^*(t), y^*(t))\)).

Solution:
\[ \dot{x} = -\omega y + \mu F(x, y, t) + \mu^2(\cdots), \]
\[ \dot{y} = \omega x + \mu G(x, y, t) + \mu^2(\cdots), \]

where
\[ F(x, y, t) = f(x, y, t) - f(0, 0, t), \]
\[ G(x, y, t) = g(x, y, t) - g(0, 0, t). \]

Assume now \( \omega = p/q \) where \( p \) and \( q \) are integers, \( q > 1 \). In this case, one is to find periodic motions of period \( 2\pi q \) that correspond to the fixed points of the map \( T^q \). This map is written in the form
\[ x_q = x_0 + \mu \Phi_1(x_0, y_0) + \mu^2(\cdots), \]
\[ y_q = y_0 + \mu \Phi_2(x_0, y_0) + \mu^2(\cdots), \]
where

\[ \Phi_1 = \int_0^{2\pi q} \left[ f(\cdot) \cos \omega \tau + g(\cdot) \sin \omega \tau \right] d\tau, \]

\[ \Phi_2 = \int_0^{2\pi q} \left[ -f(\cdot) \sin \omega \tau + g(\cdot) \cos \omega \tau \right] d\tau, \]

where \( \cdot \) stands for \((x_0 \cos \omega \tau - y_0 \sin \omega \tau, x_0 \sin \omega \tau + y_0 \cos \omega \tau)\) as above in (C.3.12), and \( \omega = \frac{\mu}{q} \).

In the same manner as in the previous case, we can treat the averaged system

\[ \dot{x} = \frac{\mu}{2\pi q} \Phi_1(x, y), \]

\[ \dot{y} = \frac{\mu}{2\pi q} \Phi_2(x, y). \]

In polar coordinates, the map \( T^q \) can be recast as

\[ r_q = r_0 + 2\pi q \mu \sum_{m_p+n_q=0} a_{nm}(r_0) e^{im\theta_0} + \mu^2(\cdots), \]

\[ \theta_q = \theta_0 + 2\pi q \mu \sum_{m_p+n_q=0} b_{nm}(r_0) e^{im\theta_0} + \mu^2(\cdots). \]

Here, the averaged system is given by

\[ \dot{r} = \mu R_0(r, \theta), \]

\[ \dot{\theta} = \mu \Psi_0(r, \theta), \]

where \( R_0 = \sum_{m_p+n_q=0} a_{nm}(r) e^{im\theta} \) and \( \Psi_0 = \sum_{m_p+n_q=0} b_{nm}(r) e^{im\theta} \). It should be noted that \( f(0, 0, t) \equiv 0 \) and \( g(0, 0, t) \equiv 0 \) in this case, i.e. the averaged system in polar coordinates no longer has a singularity at \( r = 0 \).

\[ \text{C.3.\#38.} \] Consider the case of irrational \( \omega \). As above, one may assume \( f(0, 0, t) \equiv 0, g(0, 0, t) \equiv 0 \) in (C.3.11). The system in polar coordinates takes the form

\[ \dot{r} = \mu \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_{nm}(r) e^{i(m\theta+nt)}, \quad \dot{\theta} = \omega + \mu \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} b_{nm}(r) e^{i(m\theta+nt)} \]
with non-singular (smooth) coefficients \(a_{nm}, b_{nm}\). Prove that for any given \(N, M\) there exists a smooth coordinate transformation which brings the system to the form

\[
\dot{r} = \mu a_{00}(r) + O(\mu^2) + \mu \sum_{n=N}^{\infty} \sum_{m=M}^{\infty} a_{nm}(r)e^{i(m\theta + nt)},
\]

\[
\dot{\theta} = \omega + \mu b_{00}(r) + O(\mu^2) + \mu \sum_{n=N}^{\infty} \sum_{m=M}^{\infty} b_{nm}(r)e^{i(m\theta + nt)}.
\]

Note that since the series here tend to zero as \(N, M \to +\infty\), it follows that for an arbitrarily small \(\delta\) the map \(T\) in appropriate coordinates can be written as follows

\[
\begin{align*}
r_1 &= r_0 + 2\pi \mu a_{00}(r_0) + \delta O(\mu), \\
\theta_1 &= \theta_0 + 2\pi \omega + 2\pi \mu b_{00}(r_0) + \delta O(\mu).
\end{align*}
\]

**C.3.#39.** Examine the shortened map

\[
\begin{align*}
r_1 &= r_0 + 2\pi \mu a_{00}(r_0), \\
\theta_1 &= \theta_0 + 2\pi \omega + 2\pi \mu b_{00}(r_0).
\end{align*}
\]

Show that in addition to the trivial fixed point \((0, 0)\), the above map may have invariant closed curves determined by the zeros of the equation

\[
a_{00}(r_0) = 0.
\]

**C.3.#40.** Prove that for small \(\mu > 0\), each root \(r^*\) of the equation

\[
a_{00}(r_0) = 0,
\]

for which

\[
a'_{00}(r^*) < 0
\]
corresponds to the stable invariant closed curve \(r = r^*(\mu) = r^* + O(\mu)\).

Direction: take \(\delta\) sufficiently small and apply the annulus principle.

In the case of irrational \(\omega\), the averaged system is given by

\[
\begin{align*}
\dot{r} &= \mu a_{00}(r), \\
\dot{\theta} &= \omega + \mu b_{00}(r).
\end{align*}
\]
Here \( r = 0 \) is an equilibrium state, while the non-zero roots of \( a_{00}(r) = 0 \) correspond to the limit cycles.

[C.3.#41.] The next problem is almost equivalent to the previous one: show that for small \( \mu > 0 \) stable (unstable) limit cycles of the averaged system correspond to stable (unstable) invariant tori of the original system. \( \square \)

Let us return to the resonant case \( (\omega = p/q, q \geq 1) \). The corresponding averaged system can then be recast as

\[
\dot{r} = \mu R_0(r, \theta), \\
\dot{\theta} = \mu \Psi_0(r, \theta).
\]

Assume that the system

\[
\dot{r} = R_0(r, \theta), \\
\dot{\theta} = \Psi_0(r, \theta)
\]  
(C.3.13)

has a structurally stable periodic orbit \( L : \{r = \alpha(t), \theta = \beta(t)\} \) of period \( \tau \), and let

\[
\lambda = \int_0^\tau \left[ \frac{\partial R_0}{\partial \tau}(\alpha(t), \beta(t)) + \frac{\partial \Psi_0}{\partial \tau}(\alpha(t), \beta(t)) \right] dt < 0.
\]

This implies that the averaged system has a periodic solution \( \{r = \alpha(\mu t), \theta = \beta(\mu t)\} \) of period \( \tau/\mu \).

[C.3.#42.] Prove that the original system has a stable invariant torus for small \( \mu > 0 \).

Hint: modify (C.3.13) first. Introduce the normal coordinates \((u, \varphi)\) near \( L \) (see Sec. 3.10). Then the system is written in the form

\[
\dot{u} = A(\varphi)u + O(u^2), \\
\dot{\varphi} = 1 + O(u),
\]

where the right-hand side is a periodic function of period \( \tau_0 \). Note that

\[
\lambda = \int_0^\tau A(\varphi) d\varphi,
\]

and therefore

\[
A(\varphi) = \lambda + A_0(\varphi),
\]
where \( \int_0^\tau A_0(\phi) d\phi = 0 \). Having introduced \( v = \mu e^{-\int A_0(\phi) d\phi} \), the system assumes the form

\[
\begin{align*}
\dot{v} &= \lambda v + O(v^2), \\
\dot{\phi} &= 1 + O(v).
\end{align*}
\]

It follows from here that the averaged system in the new coordinates \((v, \phi)\) can be recast as

\[
\begin{align*}
\dot{v} &= \mu [\lambda v + O(v^2)], \\
\dot{\phi} &= \mu [1 + O(v)].
\end{align*}
\]

The corresponding shift map over \( 2\pi q \) is given by

\[
\begin{align*}
v_1 &= v_0 + \mu [2\pi q \lambda v_0 + O(v_0^2)] + O(\mu^2), \\
\varphi_1 &= \varphi_0 + 2\pi q \mu + O(\mu v_0) + O(\mu^2).
\end{align*}
\]

The same form has the \( 2\pi q \)-shift map of the original system (C.3.11). Introduce \( v = \mu w \), after which the Poincaré map becomes

\[
\begin{align*}
w_1 &= w_0 + 2\pi q \mu \lambda w_0 + O(\mu^2), \\
\varphi_1 &= \varphi_0 + 2\pi q \mu + O(\mu^2).
\end{align*}
\]

To complete the solution, apply the annulus principle.

\[\square\]

**C.3.43.** Examine the Mathieu equation written in the following form

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -\omega^2 (1 + \varepsilon \cos \omega_0 t)x.
\end{align*}
\]

(C.3.14)

Show that the instability zones, which correspond to the parametric oscillations, are adjoined to the points \( \omega/\omega_0 = k/2 \) \((k = 1, 2, \ldots)\) in the plane \((\omega/\omega_0, \varepsilon)\) on the surface \( \varepsilon = 0 \) \([20]\).

The solution of (C.3.14) starting from an initial point \((x_0, y_0)\) has the following form at \( \varepsilon = 0 \):

\[
\begin{align*}
x(t) &= \frac{y_0}{\omega_0} \sin \omega t + x_0 \cos \omega t, \\
y(t) &= y_0 \cos \omega t - \omega x_0 \sin \omega t.
\end{align*}
\]

(C.3.15)
Next we construct the map of the plane \((x, y, t = 0)\) onto the plane \((x, y, t = \tau = 2\pi/\omega_0)\). To do this, we substitute \(t = 2\pi/\omega_0\) into (C.3.15) and replace \((x(t), y(t))\) by \((\bar{x}, \bar{y})\), and \((x_0, y_0)\) by \((x, y)\). The resulting operator \((x, y) \mapsto (\bar{x}, \bar{y})\) is given by

\[
\begin{pmatrix}
\bar{x} \\
\bar{y}
\end{pmatrix} = \begin{pmatrix}
\cos 2\frac{\pi \omega}{\omega_0} & \frac{1}{\omega} \sin 2\frac{\pi \omega}{\omega_0} \\
-\omega \sin 2\frac{\pi \omega}{\omega_0} & \cos 2\frac{\pi \omega}{\omega_0}
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]

(C.3.16)

The characteristic equation of (C.3.16) is

\[\rho^2 + p \rho + q = 0,\]

where

\[p \equiv \text{tr } T = -2 \cos 2\frac{\pi \omega}{\omega_0} \quad \text{and} \quad q \equiv \det T = 1.\]

This is an area-preserving map. The multipliers of the fixed point \(O(x = y = 0)\) satisfy the relations

\[\rho_1 + \rho_2 = -p \quad \text{and} \quad \rho_1 \rho_2 = q = 1.\]

Therefore, when \(|p| < 2\), the above map is a rotation through the angle \(2\pi \omega/\omega_0\) such that all of its trajectories are stable.

Find a correction of the first order in \(\varepsilon\) to formula (C.3.15) (use C.3.#30).

Note that the origin of the perturbed map becomes a saddle when \(|p| > 2\). Furthermore, it is a saddle \((+, +)\) or a saddle \((-,-)\) if \(p > 2\) and \(p < -2\), respectively.

\[\boxed{\text{C.3.#44.}}\]

Consider the system

\[
\dot{\psi}_1 = \omega_1, \\
\dot{\psi}_2 = \omega_2,
\]

where \(\omega_{1,2} > 0\), which can be interpreted as a pair of two non-interacting harmonic oscillators.

The above system can be reduced to one equation

\[
\frac{d\psi_1}{d\psi_2} = \frac{\omega_1}{\omega_2} \triangleq r.
\]
We can always assume \( r < 1 \). The above system has the solution \( \psi_1 = r\psi_2 + \psi_0^0 \).

Introducing the normalized coordinates \( \theta = \psi_0^0 / 2\pi \) and \( \bar{\theta} = (r2\pi + \psi_0^0) / 2\pi \), one obtains the circle map

\[
\bar{\theta} = \theta + r, \quad \text{mod } 1, 
\]

which can also be represented by the following map on the interval \([0, 1]\):

\[
\bar{\theta} = \begin{cases} 
\theta + r & \text{for } 0 \leq \theta \leq 1 - r, \\
\theta - (1 - r) & \text{for } 1 - r \leq \theta \leq 1,
\end{cases} 
\]

where the end points \( \theta = 0 \) and \( \theta = 1 \) are identified.

Let \( r \) be a rational number, i.e. \( r = p/q \) where \( p \) and \( q \) are some mutually prime integers. Let us partition the segment \([0, 1]\) into \( p \) intervals of length \( 1/p\): \([0, 1/p], [1/p, 2/p], \ldots , [(p - 1)/p, 1]\). Choose an initial point \( \theta_0 \in [0, 1/p] \). The positive semi-trajectory of (C.3.17) starting from \( \theta_0 \) is the sequence of iterates

\[
\left( \theta_0, \theta_1 = \theta_0 + \frac{p}{q} \text{(mod } 1), \theta_2 = \theta_0 + \frac{2p}{q} \text{(mod } 1), \ldots , \theta_i = \theta_0 + \frac{ip}{q} \text{(mod } 1), \ldots \right).
\]

The cycle of period \( n \) is given by

\[
\left\{ \theta_0 = \theta_0 + \frac{np}{q} \quad \text{mod } 1, \quad \theta_i \neq \theta_0, \quad i = 1, 2, \ldots , n - 1 \right\}.
\]

Under the above condition imposed on \( p \) and \( q \) it follows that the minimal period \( n = p \). Therefore, there is only one point on the cycle on each interval \([ (k - 1)/p, k/p], k = 1, \ldots , p \) because the number of points on the cycle and that of the intervals both equal \( p \). Otherwise \( n < p \), but this is impossible because two iterates of the cycle cannot belong to the same interval. Since \( \theta_0 \) is an arbitrary point of \([0, 1/p]\), it follows that the segment \([0, 1]\) is filled in by \( p \)-period cycles entirely. Thus, when the rotation number is rational there is a continuum of coexisting cycles of period \( p \) in the system under consideration.

If the number \( r \) is irrational, it can be represented as

\[
r = \lim_{l \to \infty} \frac{q_l}{p_l}
\]
such that \( p_l \to \infty \) as \( l \to \infty \). In addition, the number of intervals \([ (k - 1)/p_l, k/p_l] \) on \([0, 1]\) also increases without bound. Therefore, the length of each interval decreases, and as \( l \to \infty \) the whole segment \([0, 1]\) is filled out by a quasi-periodic covering.
Examine the circle map:

\[ \bar{\theta} = \theta + \omega + k \sin \theta \mod (2\pi), \]  

(C.3.19)

where \( \omega \) is a frequency and \( k \) is some parameter.

Compute numerically the rotation number \( R(\omega) \):

\[ R = \frac{1}{2\pi} \lim_{N \to +\infty} \frac{1}{N} \sum_{n=0}^{N-1} (\theta_{n+1} - \theta_n) \]

for \( \omega \in [0, 2\pi] \).

Hint: compute the iterates of the following two-dimensional mapping

\[ \theta_{n+1} = (\theta_n + \omega + k \sin x_n) \mod 2\pi, \]

\[ R_{n+1} = \frac{1}{n+1} \left( nR_n + \omega + \frac{\theta_{n+1} - \theta_n}{2\pi} \right), \]  

(C.3.20)

as \( \omega \) varies from 0 to \( 2\pi \).

As \( n \to +\infty \), the iterates of \( R_n \) converge to the rotation number \( R \) at the given \( \omega \). Next plot the bifurcation diagram of \( R \) versus \( \omega \) as in Fig. C.3.1. □
In this section, we will discuss some algorithms for constructing normal forms. Due to the reduction principle, it is sufficient to construct the normal forms for the system on the center manifold only. Therefore, in order to consider bifurcations of an equilibrium state with a single zero characteristic root, we need a one-dimensional normal form. If it has a pair of zero characteristic exponents, one should examine the corresponding family of two-dimensional normal forms, and so on.

In certain situations the global properties of the original system must be taken into account. So, for instance, if the original system restricted to the center manifold is symmetric, the associated normal form will inherit this property as well. In essence, a normal form for a given bifurcation is a parameterized system of differential or difference equations, depending on what the problem under consideration is, whose right-hand sides are in the simplest form but sufficient to describe the main bifurcations in the given family.

In order to study bifurcations near a stability boundary one must introduce small governing parameters the number of which is at least equal to the order of degeneracy of the linear problem, or this number may even be greater provided that there are extra degeneracies due to the nonlinear terms. Since the unfolding parameters are small, the orbits on the center manifold may stay in a small neighborhood of the equilibrium state for a rather long time (there is no fast instability in the center manifold because all characteristic exponents of the reduced linearized system are nearly zero). Thus, it is reasonable to rescale the parameters and phase variables so that they assume finite values instead of asymptotically vanishing ones; the time variable must then be rescaled too.

This approach is a rather general one. Its advantage is that when the rescaling procedure has been carried out, many resonant monomials disappear. The most trivial example is a saddle-node bifurcation with a single zero eigenvalue. In this case the center manifold is one-dimensional. The Taylor expansion of the system near the equilibrium state may be written in the following form

\[ \dot{x} = \mu + x^2 + l_3 x^3 + \cdots, \]

where \( \mu \) is a small governing parameter. The rescaling \( x \rightarrow \sqrt{|\mu|} x, \ t \rightarrow t/\sqrt{|\mu|} \) brings the system to the form

\[ \dot{x} = \pm 1 + x^2 + O(\sqrt{|\mu|}), \]

so that the second degree monomial only survives in the limit \( \mu \rightarrow 0. \)
An analogous algorithm can be applied to the multi-dimensional case. The limit of the rescaled system as governing parameters tend to zero gives a description “in the main order” of the behavior of the system near a bifurcation point. Such a limit system is called an asymptotic normal form.

The asymptotic normal forms that arise in the study of equilibria with single or double zero eigenvalues are one- or two-dimensional, respectively. The analysis of such forms is often very comprehensive so most effort is applied to establishing the rigorous correspondence between the dynamics in the asymptotic normal form and that in the original system [20, 64]. However, the analysis of bifurcations in two-dimensional normal forms may already require consideration of some other global bifurcations, sometimes of codimension two. Moreover, accounting for the dropped terms of higher order may also destroy the idealized picture occurring in truncated normal forms. The most vivid example is the bifurcations of an equilibrium state with exponents \((0, \pm i\omega)\) where the normal form possesses a rotational symmetry. If the original system does not support this symmetry, the simple dynamics in the shortened normal form may transform into chaos in the enlarged system.

The situation becomes different when one considers normal forms of higher dimensions. Three- (and higher) dimensional asymptotic normal forms may exhibit non-trivial dynamics by themselves. For example, a homoclinic loop to the saddle-focus was found in the asymptotic normal form

\[
\begin{align*}
\dot{x} &= y , \\
\dot{y} &= z , \\
\dot{z} &= -z - by + ax - x^2 ,
\end{align*}
\]

corresponding to the bifurcation of triple zero eigenvalues with a complete Jordan box [163]. Notably, the equations in some asymptotic normal forms coincide with some well-known models coming from different applications: the third-order Duffing equation, the Chua’s circuit, the Shimizu-Morioka system and the Lorenz equation.

**C.4.46.** Derive the normal form for the Shimizu-Morioka equation in the form [187]

\[
\begin{align*}
\dot{x} &= y , \\
\dot{y} &= ax - ky - xz , \\
\dot{z} &= -z + x^2 ,
\end{align*}
\]

near the codimension-two point \((k = a = 0)\).
First we should determine the characteristic exponents at the origin. It is easy to see that there is a pair of zero exponents and one equal to $-1$. The eigenspace corresponding to the zero pair is given by $\{z = 0\}$. The center invariant manifold, tangent to this plane at the origin, is written as

$$z = x^2 - 2xy + 2y^2 + \cdots$$

where the dots stand for the cubic and higher order terms in $(x, y, a, k)$. The system on the center manifold thus takes the form

$$\dot{x} = y, \quad \dot{y} = ax - ky - x^3 + 2x^2y - 2xy^2 + \cdots$$

where the dots stand for the terms of the fourth order, at least.

Let us next rescale $(x, y, t, k, a) \to (\varepsilon x_{\text{new}}, \varepsilon^2 y_{\text{new}}, t_{\text{new}}/\varepsilon, \varepsilon k_{\text{new}}, \varepsilon^2 a_{\text{new}})$.

The system recasts as

$$\dot{x} = y, \quad \dot{y} = ax + ky - x^3 + 2x^2y + O(\varepsilon^2),$$

where the new parameters $k_{\text{new}}$ and $a_{\text{new}}$ can now be arbitrary. Observe that the reflection symmetry $(x, y) \to (-x, -y)$ in (C.4.3) is inherited from the original system (C.4.1). Due to this fact the Taylor expansion of the functions in the right-hand side does not contain quadratic terms (and other terms of even order) in $(x, y)$. In contrast to the generic Bogdanov-Takens bifurcation, which we analyze in Sec. 13.2, the bifurcations in the symmetric system are somewhat different: the equilibrium state at the origin always exists, and it undergoes a pitch-fork bifurcation instead of a saddle-node one. The bifurcation unfolding of the symmetric system also contains an additional curve which corresponds to the double semi-stable periodic orbit with multiplier equal to $+1$. The signs of the Lyapunov values on the Andronov-Hopf stability boundary for the origin and for the non-trivial equilibria are determined by the sign of $\varepsilon$. Note that when $\varepsilon = 0$ and $k = 0$, the system (C.4.3) becomes integrable with Hamiltonian

$$H(x, y) = \frac{y^2}{2} - \frac{x^2}{2} + \frac{x^4}{4}.$$
Let us consider next the following version of Chua’s circuit
\[\begin{align*}
\dot{x} &= \beta (g(y - x) - f(x)), \\
\dot{y} &= g(x - y) + z, \\
\dot{z} &= -y,
\end{align*}\]
where \(\alpha, \beta\) and \(g\) are some positive parameters. Here \(f(x) = \alpha x(x^2 - 1)\) is the cubic approximation for the nonlinear element, and therefore this system possesses odd symmetry \((x, y, z) \rightarrow (-x, -y, -z)\). When \(g > \alpha\), there is a single equilibrium state \(O\) at the origin. When \(g < \alpha\), there also exists a pair of symmetric equilibrium states \(O_{1,2}(\pm \sqrt{1 - g/\alpha}, 0, \mp g \sqrt{1 - g/\alpha})\). On the line \(g = \alpha\), the characteristic equation at \(O\) has a single zero root when \(\beta \neq 1/g^2\), and two zero roots at \(\beta = 1/g^2\) (the third root is equal to \(-g\) in this case). Like the case of the Shimizu-Morioka system, the structure of the bifurcation set in a plane transverse to this curve in the parameter space is determined by the Khorozov-Takens normal form with reflection symmetry. The outline of the reduction to this normal form on a two-dimensional center manifold is discussed below.

The Jacobian matrix corresponding to two null roots is given by
\[
D = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\alpha
\end{pmatrix}.
\]

The linear part of the system reduces to the form
\[
\begin{pmatrix}
\dot{\xi} \\
\dot{\eta} \\
\dot{\zeta}
\end{pmatrix} = D \begin{pmatrix}
\xi \\
\eta \\
\zeta
\end{pmatrix}
\]
at \(\alpha = g = 1/\sqrt{\beta}\) by means of the transformation
\[
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix} = \xi \begin{pmatrix}
1 \\
0 \\
-g
\end{pmatrix} + \eta \begin{pmatrix}
0 \\
g \\
g^2
\end{pmatrix} + \zeta \begin{pmatrix}
1 \\
-g^2 \\
-g
\end{pmatrix}.
\]
C.4. Derivation of normal forms

It is easy to compute and verify that in these coordinates the system assumes
the form

\[ \dot{\xi} = \eta + \left(1 - \frac{1}{g^2}\right) F, \]
\[ \dot{\eta} = \frac{1}{g} F, \]
\[ \dot{\zeta} = \frac{1}{g^2} F, \]

where

\[ F = \gamma_1 \xi + \gamma_2 \eta + (\gamma_1 - g \gamma_2) \zeta - \beta \alpha (\xi + \zeta)^3, \]

and \( \gamma_{1,2} \) are small parameters:

\[ \gamma_1 = \beta (\alpha - g), \quad \gamma_2 = \beta g^2 - 1. \]

The center manifold has the form

\[ \zeta = \frac{\gamma_1}{g^3} \xi + \left(\frac{\gamma_2}{g^3} - \frac{\gamma_1}{g^4}\right) \eta + \cdots, \]

where the dots stand for the cubic and higher order terms with respect to
\((\xi, \eta, \gamma_1, \gamma_2)\). The system on the center manifold is written as

\[ \dot{\xi} = \eta \left(1 + \left(1 - \frac{1}{g^2}\right) \left(\gamma_2 + (\gamma_1 - g \gamma_2) \left(\frac{\gamma_2}{g^3} - \frac{\gamma_1}{g^4}\right)\right)\right) \]
\[ + \xi \left(1 - \frac{1}{g^2}\right) \left(\gamma_1 + (\gamma_1 - g \gamma_2) \frac{\gamma_1}{g^3}\right) - \frac{1}{g} \left(1 - \frac{1}{g^2}\right) \xi^3 + \cdots, \]
\[ \dot{\eta} = \frac{1}{g} \left(\gamma_2 + (\gamma_1 - g \gamma_2) \frac{\gamma_1}{g^3}\right) + \xi \left(\gamma_1 + (\gamma_1 - g \gamma_2) \frac{\gamma_1}{g^3}\right) \]
\[ - \frac{1}{g^2} \xi^3 + \cdots, \]

where the dots denote terms of order higher than three with respect to
\((\xi, \eta, \gamma_1, \gamma_2)\). Now the last step is to change the variable \( \eta \) so that the first
equation would become \( \dot{\xi} = \eta \). The final form of the system is given by

\[ \dot{\xi} = \eta, \]
\[ \dot{\eta} = \varepsilon_1 \xi + \varepsilon_2 \eta - \frac{1}{g^2} \xi^3 + 3 \frac{1 - g^2}{g^4} \xi^2 \eta + \cdots, \]
where
\[ \varepsilon_1 = \frac{\gamma_1}{g} \left( 1 + \gamma_1 \frac{1}{g^3} + \gamma_2 \left( 1 - \frac{2}{g^2} \right) \right) \]
and
\[ \varepsilon_2 = \gamma_1 - (\gamma_1 - g\gamma_2) \frac{g^3 + 1}{g^5} - (\gamma_1 - g\gamma_2)^2 \frac{1}{g^5}. \]

**C.4.48.** The equation of Chua’s circuit can be re-parametrized in a way so that the system is written as
\[
\begin{align*}
\dot{x} &= a(y + c_0 x - c_1 x^3), \\
\dot{y} &= x - y + z, \\
\dot{z} &= -by.
\end{align*}
\] (C.4.4)

Then, \( y \) becomes a fast variable in the limit \((a, b) \to 0\), and all the dynamics of the original system (C.4.4) concentrates on the slow manifold \( y = x + z \). The corresponding slow system is given by the following set of equations
\[
\begin{align*}
\dot{x} &= \gamma(x + z + c_0 x - c_1 x^3), \\
\dot{z} &= -x - z, 
\end{align*}
\] (C.4.5)

where \( \gamma = a/b \) is a parameter. Let us solve the first equation for \( z \):
\[
z = \dot{x}/\gamma - x - c_0 x + c_1 x^3,
\]
and substitute this expression into the second equation in (C.4.5)
\[
\dot{z} = -\dot{x}/\gamma + c_0 x - c_1 x^3.
\]

Since
\[
\dot{z} = \dot{x}/\gamma - (1 + c_0 - 3c_1 x^2))\dot{x},
\]
we obtain
\[ \dot{x} - (\gamma(1 + c_0 - 3c_1 x^2) - 1)\dot{x} + \gamma(c_0 x - c_1 x^3) = 0. \]

Letting \( \dot{x} = u \), we can rewrite this equation in the form
\[
\begin{align*}
\dot{x} &= u, \\
\dot{u} &= c_0 x + (\gamma - 1 + \gamma c_0)y - 3\gamma c_1 x^2 y - \gamma c_1 x^3,
\end{align*}
\]
which can be identified as the Khorozov-Takens normal form. \(\square\)
Derivation of normal forms

Derivation of the normal form for an equilibrium state with three zero characteristic exponents in the model of a laser with saturable absorber [191]:

\[
\begin{align*}
\dot{E} &= -E + P_1 + P_2, \\
\dot{P}_1 &= -\delta_1 P_1 - E(m_1 + M_1), \\
\dot{P}_2 &= -\delta_2 P_2 - E(m_2 + M_2), \\
\dot{M}_1 &= -\rho_1 M_1 + EP_1, \\
\dot{M}_2 &= -\rho_2 M_2 + \beta EP_2.
\end{align*}
\] (C.4.6)

Here \( E, P_1, \) and \( P_2 \) are the slow envelopes of electric field and atomic polarizations in the active and passive media. \( M_1 \) and \( M_2 \) are the deviations of the population differences in the active and passive medium from their values \( m_1 < 0 \) and \( m_2 > 0 \) in the absence of a laser field. \( \delta_1 \) and \( \delta_2 \) (\( \rho_1 \) and \( \rho_2 \)) are transverse (longitudinal) relaxation rates in the active and passive media normalized by the cavity relaxation rate, \( \beta \) is the ratio of the saturation intensities of the intracavity media.

Linear stability of the trivial steady state

\[ E = P_1 = P_2 = M_1 = M_2 = 0 \]

is determined by the eigenvalues of the Jacobian matrix

\[
J = \begin{pmatrix}
-1 & 1 & 1 & 0 & 0 \\
-m_1 & -\delta_1 & 0 & 0 & 0 \\
-m_2 & 0 & -\delta_2 & 0 & 0 \\
0 & 0 & 0 & -\rho_1 & 0 \\
0 & 0 & 0 & 0 & -\rho_2
\end{pmatrix},
\]

which are the roots of the characteristic equation

\[
(\lambda^3 + a_2 \lambda^2 + a_1 \lambda + a_0)(\lambda + \rho_1)(\lambda + \rho_2),
\]

where

\[
\begin{align*}
a_2 &= 1 + \delta_1 + \delta_2, \\
a_1 &= m_1 + m_2 + \delta_1 + \delta_2 + \delta_1 \delta_2, \\
a_0 &= m_2 \delta_1 + m_1 \delta_2 + \delta_1 \delta_2.
\end{align*}
\]
Let $\delta_1 - \delta_2 > 0$, then at the codimension-three point given by

$$m_1 = m_{01} = -\frac{\delta_1^2(1 + \delta_2)}{\delta_1 - \delta_2} < 0,$$

$$m_2 = m_{02} = \frac{\delta_1^2(1 + \delta_1)}{\delta_1 - \delta_2} > 0, \quad \rho_1 = 0,$$

the Jacobian matrix $J$ has a triply degenerate zero eigenvalue with geometric multiplicity two:

$$\lambda_{1,2,3} = 0, \quad \lambda_4 = \rho_2, \quad \lambda_5 = -\Lambda = -(1 + \delta_1 + \delta_2).$$

By introducing the linear transformation of the coordinates

$$\begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \end{pmatrix} = U \begin{pmatrix} E \\ P_1 \\ P_2 \\ M_1 \\ M_2 \end{pmatrix},$$

where

$$U = \begin{pmatrix}
1 + \delta_2 & \frac{\delta_1(1 + \delta_2) - \delta_2}{\delta_1^2} & 1 & 0 & 0 \\
\delta_2 & \frac{\delta_2}{\delta_1} & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
-(1 + \delta_1) & \frac{1 + \delta_1}{1 + \delta_2} & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix},$$

is such that

$$UJU^{-1} = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\Lambda & 0 \\
0 & 0 & 0 & 0 & -\rho_2
\end{pmatrix},$$
the system (C.4.6) assumes the form
\[
\begin{align*}
\dot{x}_1 &= x_2 - \frac{1}{\Lambda^2} \left[ \frac{\delta_1 - \delta_2(1 - \delta_1)}{\delta_1^2} (x_3 + \xi_1) + (x_5 + \xi_2) \right] S(x_1, x_2, x_4), \\
\dot{x}_2 &= -\frac{1}{\Lambda^2} \left( \frac{\delta_2}{\delta_1} (x_3 + \xi_1) + (x_5 + \xi_2) \right) S(x_1, x_2, x_4), \\
\dot{x}_3 &= -\rho_1 x_3 - \frac{m_{01}}{\Lambda^4} [\Lambda x_1 - (1 + \Lambda)x_2 + x_4] S(x_1, x_2, x_4), \\
\dot{x}_4 &= -\Lambda x_4 - \frac{1}{\Lambda^2} \left( \frac{1 + \delta_1}{1 + \delta_2} (x_3 + \xi_1) + (x_5 + \xi_2) \right) S(x_1, x_2, x_4), \\
\dot{x}_5 &= -\rho_2 x_5 - \frac{\beta}{\Lambda^4} \left[ \frac{m_{02}}{\delta_2^2} (\Lambda \delta_2 x_1 - (\Lambda \delta_1 - \delta_2)(1 + \delta_2)x_2) - \frac{\delta_2^2 m_{01}}{\delta_1^2} x_4 \right] S(x_1, x_2, x_4).
\end{align*}
\]
Here \(m_{01}\) and \(m_{02}\) are defined in (C.4.7), \(\xi_1 = m_1 - m_{01}, \xi_2 = m_2 - m_{20}\) and \(\rho_1\) are small parameters, and
\[
S(x_1, x_2, x_4) = \delta_1 \Lambda (x_1 - x_2) + (1 + \delta_2)(x_2 - x_4).
\]
After reduction to center manifold (we simply substitute \(x_4 = x_5 = 0\) into the first three equations) we obtain (the dots stand for the terms of order 3 and higher):
\[
\begin{align*}
\dot{x}_1 &= x_2 + ax_1(x_3 + \xi_1) + bx_2(x_3 + \xi_1) + \xi_2 s(x_1, x_2) + \cdots, \\
\dot{x}_2 &= -cx_1(x_3 + \xi_1) + dx_2(x_3 + \xi_1) + \xi_2 s(x_1, x_2) + \cdots, \\
\dot{x}_3 &= -\rho_1 x_3 + cx_1^2 + fx_1 x_2 + gx_2^2 + \cdots,
\end{align*}
\]
where
\[
\begin{align*}
s(x_1, x_2) &= -\frac{\delta_1}{\Lambda} x_1 - \frac{1 + \delta_2 - \delta_1 \Lambda}{\Lambda^2} x_2, \quad a = -\frac{\delta_1 - (1 - \delta_1) \delta_2}{\Lambda \delta_1}, \\
b &= \frac{(\delta_1 - (1 - \delta_1) \delta_2)(\Lambda \delta_1 - (1 + \delta_2))}{\Lambda^2 \delta_1^2}, \quad c = \frac{\delta_2}{\Lambda}, \\
d &= \frac{\delta_2 (\Lambda \delta_1 - 1 - \delta_2)}{\Lambda^2 \delta_1}, \quad e = -\frac{\delta_1 m_{01}}{\Lambda^2}.
\end{align*}
\]
and

\[ f = \frac{m_0(\delta_1(1 + 2\Lambda) - 1 - \delta_2)}{\Lambda^3}, \quad g = -\frac{m_0(1 + \Lambda)(\Lambda\delta_1 - 1 - \delta_2)}{\Lambda^4}. \]

Finally, applying the coordinate transformation

\[
\begin{align*}
x_1 &= z_1, \\
x_2 &= z_2 - az_1(z_3 + \xi_1) - bz_2(z_3 + \xi_1) - s(z_1, z_2), \\
x_3 &= z_3 + f\frac{z_2^2}{2} + g\bar{z}_2\bar{z}_1,
\end{align*}
\]

we obtain

\[
\begin{align*}
\dot{z}_1 &= z_2 + \cdots, \\
\dot{z}_2 &= \epsilon_1 z_1 + \epsilon_2 z_2 - cz_1 z_3 + d' z_2 z_3 + \cdots, \\
\dot{z}_3 &= -\rho z_3 + e z_1^2 + \cdots,
\end{align*}
\]

where

\[
ge = \frac{\delta_2}{\Lambda}, \quad e = -\frac{\delta_1 m_0}{\Lambda^2}, \quad d' = -\frac{1 + \delta_1}{\Lambda^2},
\]

and the small parameters \( \epsilon_{1,2} \) are given by

\[
\epsilon_1 = -\frac{\xi_1\delta_2 + \delta_1\xi_2}{\Lambda}, \quad \epsilon_2 = -\frac{(1 + \delta_1)\xi_1 + (1 + \delta_2)\xi_2}{\Lambda^2}.
\]

We can rescale the small parameters as follows:

\[
\epsilon_1 = \epsilon^2, \quad \epsilon_2 = \mu\epsilon, \quad \rho_1 = \rho\epsilon.
\]

By neglecting the third order terms and rescaling the variables

\[
z_1 = x\epsilon^{3/2}/\sqrt{ce}, \quad z_2 = y\epsilon^{5/2}/\sqrt{ce}, \quad z_3 = z\epsilon^2/c,
\]

we arrive at the following asymptotic normal form

\[
\frac{dx}{d\tau} = y, \quad \frac{dy}{d\tau} = x + \mu y - xz, \quad \frac{dz}{d\tau} = -\rho z + x^2
\]

which coincides with the Shimizu-Morioka model.

\[ \square \]

**[C.4.50]** Let a Jacobian of the system linearized at the equilibrium state have three zero eigenvalues. In addition, let the system on the center manifold
possess the symmetry \((x, y, z) \rightarrow (-x, -y, z)\), where \(y, z\) are the coordinate projections on the eigenvectors and \(x\) is the projection onto the adjoined vector. Then, generically, the system may be reduced to the following form

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x[\bar{\mu} - az(1 + g(x, y, z)) - a_1(x^2 + y^2)(1 + \cdots)]
- y[\bar{\alpha} + a_2 z(1 + \cdots) + a_3(x^2 + y^2)(1 + \cdots)], \\
\dot{z} &= -\bar{\beta} + z^2(1 + \cdots) + b(x^2 + y^2)(a + \cdots),
\end{align*}
\] (C.4.10)

where \(a_i \neq 0, i = 1, 2, 3\) and \(b \neq 0\). Here, \(\bar{\mu}, \bar{\alpha}\) and \(\bar{\beta}\) are small parameters, and \(g\) and the dots denote the terms which vanish at the origin. Suppose \(ab > 0\).

Let \(\tau^2 = \mu + a\sqrt{\beta}(1 + g(0, 0, -\sqrt{\beta})) > 0, \bar{\beta} > 0\). By scaling the time \(t \rightarrow s/\tau\), changing the variables

\[
x \rightarrow x\sqrt{\frac{\tau^3}{ab}}, \quad y \rightarrow \tau y\sqrt{\frac{\tau^3}{ab}}, \quad z \rightarrow -\sqrt{\bar{\beta} + \frac{\tau^2}{a}z}
\]

and defining the new parameters as \(\bar{\alpha} = \alpha\tau\) and \(\bar{\beta} = (\beta\tau/2)^2\), we obtain the following system

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(1 - z) - \alpha y + O(\tau), \\
\dot{z} &= -\beta z + x^2 + O(\tau),
\end{align*}
\] (C.4.11)

where \(\alpha\) and \(\beta\) are parameters which are no longer small. Dropping the terms of order \(\tau\), we obtain the Shimizu-Morioka model.

\[\text{C.4.51.}\] In addition to the conditions of the above case, let the system be invariant with respect to the involution \((x, y, z) \rightarrow (x, y, -z)\), i.e. it possesses two symmetries. The normalized system can then be recast as

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x[\bar{\mu} - a z^2(1 + g(x, y, z^2)) - b(x^2 + y^2)(1 + \cdots)]
- y[\bar{\alpha} + a_1 z^2(1 + \cdots) + b_1(x^2 + y^2)(1 + \cdots)], \\
\dot{z} &= z(\bar{\beta} - cz^2(1 + \cdots) + d(x^2 + y^2)(a + \cdots)).
\end{align*}
\] (C.4.12)
Suppose $c > 0$ and $ad > 0$. In the parameter region $\tau^2 = \frac{c}{ad}$ and $\beta > 0$, let us introduce the renormalization:

$$
t \to s/\tau, \quad x \to x\sqrt{\frac{c}{ad}}, \quad y \to \tau^2 y\sqrt{\frac{c}{ad}}, \quad z \to \sqrt{\frac{\beta}{c} + \frac{\tau^2}{a}}z
$$

and $\tilde{\alpha} = \tau\alpha$, $\tilde{\beta} = \tau\beta/2$. Denoting $B = \frac{bc}{ad}$ and omitting the terms of order $\tau$ we arrive at the following system

$$\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(1-z) - \alpha y + Bx^3, \\
\dot{z} &= -\beta(z-x^2).
\end{align*}$$

The above system is remarkable because the Lorenz equation can be reduced to it when $r > 1$. The relations between the parameters of two systems are given by

$$\beta = \frac{b}{\sigma(r-1)}, \quad \alpha = \frac{1 + \sigma}{\sigma(r-1)}, \quad B = \frac{b}{2\sigma - b}.$$ 

It follows from the above relations that the region of the positive parameters $(r, b, \sigma)$ in the Lorenz equation is bounded by the plane $\beta = 0$ and the surface $\frac{\alpha}{\beta} = \frac{1}{2}\left(\frac{1}{B} + 1\right)$, which tends to $\beta = 0$ as $B \to 0$.

We should also note that the Shimizu-Morioka system is a particular case (i.e. $B = 0$) of the Lorenz system in the form (C.4.13).

**C.4.#52.** The bifurcation of a periodic orbit with three multipliers $+1$. On the center manifold we introduce the coordinates $(x, y, z, \psi)$, where $\psi$ is the angular coordinate and $(x, y, z)$ are the normal coordinates (see Sec. 3.10). Assuming that the system is invariant under the transformation $(x, y) \to (-x, -y)$, the normal form truncated up to second order terms is given by

$$\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\mu - az) - y(\tilde{\alpha} + a_2z), \\
\dot{z} &= -\tilde{\beta} + z^2 + b(x^2 + y^2), \\
\dot{\psi} &= 1,
\end{align*}$$

where the periodic orbit is supposed to be of period 1. Because the first three equations in the above system are independent of the fourth one, the resulting normal form is analogous to the Shimizu-Morioka system.
Below we present (following [185]) a list of asymptotic normal forms which describe the trajectory behavior of a triply-degenerate equilibrium state near a stability boundary in systems with discrete symmetry. We say there is a triple instability when a dynamical system has an equilibrium state such that the associated linearized problem has a triplet of zero eigenvalues. In such a case, the analysis is reduced to a three-dimensional system on the center manifold. Assuming that \((x, y, z)\) are the coordinates in the three-dimensional center manifold and a bifurcating equilibrium state resides at the origin, we suppose also that our system is equivariant with respect to the transformation \((x, y, z) \leftrightarrow (-x, -y, z)\).

We note that the listed systems have a natural “physical” meaning and do appear in some realistic applications, see for example the above laser equations. Thus, this method may be viewed as a recipe for exclusion of irrelevant terms in the nonlinearity as well as for selection of those nonlinear terms which are responsible for specific details of such behavior.

In addition to the symmetry assumption, we will also suppose that the linear part of the system near the origin \(O\) restricted to the invariant plane \(z = 0\) has a complete Jordan block. Then, the system in the restriction to the center manifold may locally be written in the form

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(az + F(x^2, xy, y^2, z)) + yG(y^2, z), \\
\dot{z} &= H(x^2, xy, y^2, z),
\end{align*}
\]

where neither \(H(0, 0, 0, z)\) nor \(F(0, 0, 0)\) contain linear terms.

Let us consider a three-parameter perturbation of the system in the form

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\mu_1 + az + F(x^2, xy, y^2, z)) + y(-\mu_2 + G(y^2, z)), \\
\dot{z} &= -\mu_3 z + H(x^2, xy, y^2, z),
\end{align*}
\]

where \(\mu = (\mu_1, \mu_2, \mu_3)\) are small parameters, and the functions \(F, G\) and \(H\) may also depend on \(\mu\).

Let us also suppose that

\[
a \neq 0.
\]
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It is then obvious that a change of the $z$-coordinate reduces (C.4.16) to the following form (with some new functions $G$ and $H$)

$$
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\mu_1 - z) + y(-\mu_2 + G(y^2, z)), \\
\dot{z} &= -\mu_3 z + H(x^2, xy, y^2, z).
\end{align*}
$$

(C.4.18)

Let us rescale the variables and time:

$$
x \rightarrow \delta_x x, \quad y \rightarrow \delta_y y, \quad z \rightarrow \delta_z z, \quad t \rightarrow t/\tau,
$$

where $\delta_x$, $\delta_y$, $\delta_z$ and $\tau$ are some small quantities. We assume $\mu_1 \neq 0$ and let

$$
\delta_y = \tau \delta_x, \quad \delta_z = \tau^2 = |\mu_1|.
$$

Then (C.4.18) assumes the form

$$
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\pm 1 - z) - \lambda y + O(\tau), \\
\dot{z} &= -\alpha z + H(\delta_x^2 x^2, \tau \delta_x^2 xy, \tau^2 \delta_x^2 y^2, \tau^2 z)/\tau^3,
\end{align*}
$$

(C.4.19)

where $\alpha$ and $\lambda$ are new rescaled parameters, which are no longer small:

$$
\alpha = \mu_3/\sqrt{|\mu_1|}, \quad \lambda = \mu_2/\sqrt{|\mu_1|}.
$$

The asymptotic normal form is a finite limit of the system (C.4.19) as $\mu \rightarrow 0$. Note that different choices of proportion between the scaling factors $\delta_x$ and $\tau$ yield different normal forms.

In the last equation of (C.4.19), the terms which contain $z^2$, $y^3$ and $yz$, tend to zero as $\tau \rightarrow 0$. Thus, by cutting out small terms, we transform (C.4.19) to

$$
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\pm 1 - z) - \lambda y, \\
\dot{z} &= -\alpha z + \delta_x^2 x^2 H_1(\delta_x^2 x^2)/\tau^3 + \delta_x^2 xy H_2(\delta_x^2 x^2)/\tau^2 + \delta_x^2 y^2 H_3(\delta_x^2 x^2)/\tau + \delta_x^2 z x^2 H_4(\delta_x^2 x^2)/\tau.
\end{align*}
$$

(C.4.20)

The right-hand side in (C.4.20) is to be finite, i.e. if the Taylor expansions of the functions $H_i$ begin with $x^{2m}$, for zero values of the perturbation parameters
C.4. Derivation of normal forms

\( \mu_1, \mu_2, \text{and} \mu_3, \) then the following inequalities must hold

\[
\begin{align*}
\delta_x^{2(m_1+1)}/\tau^3 &< \infty, \\
\delta_x^{2(m_2+1)}/\tau^2 &< \infty, \\
\delta_x^{2(m_3+1)}/\tau &< \infty, \\
\delta_x^{2(m_4+1)}/\tau &< \infty.
\end{align*}
\]

Therefore, we can choose \( \tau \) so that

\[
\tau \sim \delta_x^\beta, \tag{C.4.21}
\]

where

\[
\beta = \min \left\{ \frac{2}{3}(m_1 + 1), \, m_2 + 1, \, 2(m_3 + 1), \, 2(m_4 + 1) \right\}. \tag{C.4.22}
\]

For example, in the most generic case where \( H_i(0) \neq 0 \) (\( i = 1, \ldots, 4 \)), the exponent \( \beta = 2/3 \) in (C.4.21) and (C.4.22). Then, system (C.4.20) reduces to the form

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\pm 1 - z) - \lambda y, \\
\dot{z} &= -\alpha z + x^2 H_1(0) + O(\tau).
\end{align*}
\]

\[
\tag{C.4.23}
\]

In the limit \( \tau \to 0 \), this system becomes the Shimizu-Marioka model, where the parameters \( \alpha \) and \( \lambda \) may take arbitrary finite values.

Let us now consider an extra degeneracy: \( H_1(0) = 0 \) and \( H_1'(0) \neq 0 \). In order to study bifurcations in this case one should introduce a new independent governing parameter which is the constant term of the Taylor expansion of \( H_1 \).

If we set \( \beta = 1 \) according to relation (C.4.22), then system (C.4.20) reduces to the following asymptotic form:

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x(\pm 1 - z) - \lambda y, \\
\dot{z} &= -\alpha z + x^2 \tilde{h}_{10} + H_2(0)xy.
\end{align*}
\]

\[
\tag{C.4.24}
\]

This is equivalent to the Lorenz equations. Here, \( \tilde{h}_{10} = H_1(0)/\tau \) is the third rescaled governing parameter which may take arbitrary finite values.
The next degeneracy \( H_2(0) = 0, \ H_2'(0) \neq 0 \) modifies the third equation in (C.4.24) in the following way:

\[
\dot{z} = -\alpha z + x^2 h_{10} + h_{20}xy + H'_1(0)x^4,
\]

(C.4.25)

where \( h_{10} = H_1(0)/\tau^{3/2} \) and \( h_{20} = H_2(0)/\tau^{1/2} \). Here, \( \beta = 4/3 \).

By repeating this procedure we can get a hierarchy of the asymptotic normal forms. Let us denote

\[
H_i(x^2) = \sum_{j} H_{ij} x^{2j}.
\]

We assume that at the moment of bifurcation the values of \( H_{ij} \) for \( j = 0, \ldots, m_i - 1 \) vanish. As before, we can treat these non-zero \( H_{ij} \) as additional independent small parameters.

It is obvious that in the rescaled system (C.4.20) there are non-zero coefficients in front of those terms which correspond to such \( m_i \) for which the minimum in (C.4.22) is achieved; all terms of higher order vanish in the limit \( \tau \to 0 \). The terms of degree less then \( 2m_i \), which appear in \( H_i \) for non-zero parameter values, also survive after the rescaling; their normalized coefficients appear as the independent parameters that may assume arbitrary finite values.

Thus, if we get rid of all asymptotically vanishing terms, system (C.4.20) takes the form

\[
\begin{cases}
\dot{x} = y, \\
\dot{y} = x(\pm 1 - z) - \lambda y, \\
\dot{z} = -\alpha z + x^2 \tilde{H}_1(x^2) + xy \tilde{H}_2(x^2) + y^2 \tilde{H}_3(x^2) + zx^2 \tilde{H}_4(x^2),
\end{cases}
\]

(C.4.26)

where \( \tilde{H}_i \)'s are polynomials of degree \( n_i \) such that

\[
\max \left\{ \frac{2}{3} (n_1 + 1), \ n_2 + 1, \ 2(n_3 + 1), \ 2(n_4 + 1) \right\} = \frac{1}{\beta} < \min \left\{ \frac{2}{3} (n_1 + 2), \ n_2 + 2, \ 2(n_3 + 2), \ 2(n_4 + 2) \right\}
\]

(C.4.27)

(if some \( \tilde{H}_i \) vanish identically, then we let \( n_i = -1 \).) The coefficients of \( \tilde{H}_{ij} \) are defined as follows:

\[
\tilde{h}_{ij} = H_{ij}/\tau^{s_i - \frac{2(i+1)}{\beta}},
\]

where \( s_1 = 3, s_2 = 2, s_3 = s_4 = 1 \).
It follows immediately from (C.4.27) that \( n_3 = n_4 \), i.e. the degrees of \( \tilde{H}_3 \) and \( \tilde{H}_4 \) are always equal. Hence, the list of asymptotic normal forms which are given by (C.4.26) and (C.4.27) can be ordered as the common degree \( n (= n_3 = n_4) \) increases.

The first in the list are the systems given by (C.4.23), (C.4.24) and (C.4.25), which correspond to \( n = -1 \). For each of the greater values of \( n \) there are four sub-cases below. Each consecutive case corresponds to additional degeneracies. This is a cyclic list: after the fourth case, we return to the beginning with \( n = n + 1 \) and so forth.

1. \( n_1 = 3n + 2, n_2 = 2n + 1 \); at the moment of bifurcation the first \((n - 1)\) coefficients vanish in both \( H_3 \) and \( H_4 \), the first \( 2n \) and \((3n + 1)\) coefficients vanish in \( H_2 \) and \( H_1 \), respectively.
2. \( n_1 = 3n + 3, n_2 = 2n + 1 \); at the moment of bifurcation the first \( n \) coefficients vanish in both \( H_3 \) and \( H_4 \), the first \((2n + 1)\) and \((3n + 2)\) coefficients vanish in \( H_2 \) and \( H_1 \), respectively.
3. \( n_1 = 3n + 3, n_2 = 2n + 2 \); at the moment of bifurcation the first \( n \) coefficients vanish in both \( H_3 \) and \( H_4 \), the first \((2n + 1)\) and \((3n + 3)\) coefficients vanish in \( H_2 \) and \( H_1 \), respectively.
4. \( n_1 = 3n + 4, n_2 = 2n + 2 \); at the moment of bifurcation the first \( n \) coefficients vanish in both \( H_3 \) and \( H_4 \), the first \((2n + 2)\) and \((3n + 3)\) coefficients vanish in \( H_2 \) and \( H_1 \), respectively.

C.5 Behavior on stability boundaries

[C.5.#54.] A stable limit cycle bifurcates from infinity in the system

\[
\begin{align*}
\dot{x} &= x - y - a(x^2 + y^2)x, \\
\dot{y} &= x + y - a(x^2 + y^2)y,
\end{align*}
\]

at \( a = 0 \). At this value, the system becomes linear

\[
\begin{align*}
\dot{x} &= x - y, \\
\dot{y} &= x + y,
\end{align*}
\]

and it has an unstable focus at the origin. One can compose the Lyapunov function \( V(x, y) = x^2 + y^2 \) and verify that all the orbits diverge to infinity (i.e. the infinity is stable) since the time derivative of the Lyapunov function
\[ \dot{V}(x, y) = 2(x^2 + y^2) \] is positive, and hence each level \((x^2 + y^2) = C\) is a curve without contact and every trajectory must flow outside of every such curve \(C\) as time increases.

When \(a \neq 0\), we have
\[
\frac{d(x^2 + y^2)}{dt} = 2(x^2 + y^2)(1 - a(x^2 + y^2)).
\]
It is apparent that \(\dot{V}(x, y) < 0\) if \(x^2 + y^2 > 1/a\), and \(\dot{V}(x, y) > 0\) when \(V < 1/a\). Thus, \(x^2 + y^2 = 1/a\) is a stable invariant curve (a limit cycle), and all trajectories (except for the equilibrium state at the origin) tend to it as \(t \to +\infty\).

**C.5.#55.** [25] Explain how the stable limit cycle in Fig. C.5.1 of the system
\[
\begin{align*}
\dot{x} &= y - x(ax^2 + y^2 - 1), \\
\dot{y} &= -ay - y(ax^2 + y^2 - 1)
\end{align*}
\] (C.5.3)
evolves as \(a \to +0\). \(\square\)

**C.5.#56.** Find a Lyapunov function for Khorozov-Takens normal form
\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x^3 - x^2 y.
\end{align*}
\] \(\square\)
C.5. Behavior on stability boundaries

C.5. #57. Reveal the role of the cubed \( y \) in making the following system asymptotically stable: find a proper Lyapunov function.

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= ay + x - x^3 - by^3.
\end{align*}
\]

Here \( a \) and \( b \) are some control parameters. \( \Box \)

C.5. #58. Prove the global asymptotic stability of solutions of the Lorenz equation

\[
\begin{align*}
\dot{x} &= -\sigma(x - y), \\
\dot{y} &= rx - y - xz, \\
\dot{z} &= -bz + xy,
\end{align*}
\]

when \( r < 1, \sigma > 0 \) and \( b > 0 \).

The following function

\[
V_0(x, y, z) = \frac{1}{2} \left( x^2 + \sigma y^2 + \sigma z^2 \right)
\]

is a Lyapunov function, since its time derivative

\[
\dot{V}_0 = -\sigma(x^2 - (1 - r)xy + y^2 + bz^2)
\]

is a negatively defined quadratic form. \( \Box \)

C.5. #59. Prove that the infinity is unstable in the Lorenz system.

Solution. The time derivative of the function

\[
V(x, y, z) = \frac{x^2}{2} + \frac{y^2}{2} + (z - r - \sigma)^2
\]

is given by

\[
\dot{V}(x, y, z) = x\dot{x} + y\dot{y} + (z - \sigma - r)\dot{z} = -\sigma x^2 - y^2 - b \left( z - \frac{r + \sigma}{2} \right)^2 + \frac{b}{4}(r + \sigma)^2.
\]

The condition \( \dot{V} = 0 \) determines an ellipsoid outside of which the derivative is negative. Therefore, all “outer” positive semi-trajectories of the Lorenz system flow inside the surface

\[
\sigma x^2 + y^2 + b \left( z - \frac{r + \sigma}{2} \right)^2 = \frac{b}{4}(r + \sigma)^2.
\]
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C.5.#60. Prove that infinity is unstable in a Chua’s circuit modeled by
\[
\begin{align*}
\dot{x} &= a(y + x/6 - x^3/6), \\
\dot{y} &= x - y + z, \\
\dot{z} &= -by.
\end{align*}
\] (C.5.5)

Use the Lyapunov function
\[
V_0(x, y, z) = \frac{x^2}{2a} + \frac{y^2}{2} + \frac{z^2}{2b},
\]
and analyze its time-derivative
\[
\dot{V}_0 = \frac{\dot{x}}{a} + y\dot{y} + \frac{z\dot{z}}{b} = \frac{1}{6}(x^2 - x^4) + 2xy - y^2
\]
for large \(x\) and \(y\).

C.5.#61. Consider the following perturbation of the Bogdanov-Takens normal form:
\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= \mu y - \varepsilon^2 x + a_{20}x^2 + a_{11}xy + a_{02}y^2 + Q(x, y),
\end{align*}
\] (C.5.6)

where \(\mu\) and \(\varepsilon\) are small, and \(Q(x, y)\) starts with cubic terms. One can see that the origin \(O(0, 0)\) is a weak focus for the above system at \(\mu = 0\) and small \(\varepsilon \neq 0\): the characteristic roots are \(\pm i\varepsilon\). To determine the stability of the weak focus, let us rescale first the variables \(x \mapsto \varepsilon^2 x\), \(y \mapsto \varepsilon^3 y\), and the time \(t \mapsto \varepsilon^{-1} t\). The system will take the form
\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x + a_{20}x^2 + \varepsilon a_{11}xy + O(\varepsilon^2).
\end{align*}
\] (C.5.7)

The following normalizing coordinate transformation
\[
x_{\text{new}} = x - \frac{a_{20}}{3}(x^2 + 2y^2) + \frac{\varepsilon}{3} a_{11}xy, \quad y_{\text{new}} = \dot{x}_{\text{new}}
\]
brings the system to the form
\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x + 2a_{20}^2 \left( x^3 - \frac{4}{3} xy^2 \right) + \varepsilon a_{20}a_{11} \left( 5x^2 y - \frac{4}{3} y^3 \right) + O(\varepsilon^2) + \cdots,
\end{align*}
\]
where the dots stand for the terms of order higher than three. So, we eliminate all quadratic terms (up to $O(\varepsilon^2)$-terms) and now the first Lyapunov value can be immediately computed. Thus, let us introduce the complex variable $z = x + iy$ so that the system will recast as

$$
\dot{z} = -iz + \left(\frac{\varepsilon}{8} a_{20} a_{11} + i \frac{5}{12} a_{20}^2 + O(\varepsilon^2)\right) z^2 z^* + \cdots,
$$

where the dots stand for negligible cubic and higher order terms. The first Lyapunov value is the real part of the coefficient of $z^2 z^*$, i.e. it is equal to

$$
L_1 = \frac{\varepsilon}{8} [a_{20} a_{11} + O(\varepsilon)].
$$

It follows that the weak focus is stable when $a_{20} a_{11} < 0$, and unstable for $a_{20} a_{11} > 0$ for small $\varepsilon$. At $\varepsilon \neq 0$, only one limit cycle is born from the weak focus, provided $a_{20} a_{11} \neq 0$. \hfill $\Box$

Let us give a general formula for the first Lyapunov value at a weak focus of the three-dimensional system

$$
\ddot{\xi} + P\dot{\xi} + Q\dot{\xi} + R\xi = f(\xi, \dot{\xi}, \ddot{\xi})
$$

where $f$ is a nonlinearity, i.e. its Taylor expansion at the origin begins with quadratic terms, and the coefficients $P, Q, R$ satisfy the relation

$$
PQ = R, \quad Q > 0.
$$

Denoting $y \equiv (y_1, y_2, y_3) = (\xi, \dot{\xi}, \ddot{\xi})$ we can rewrite the above equation as

$$
\dot{y} = Ay + f(y) \cdot \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix},
$$

where

$$
A = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -R & -Q & -P \end{pmatrix}.
$$

The eigenvalues of the matrix $A$ are $-P$ and $\pm i\omega$, with $\omega^2 = Q$. The corresponding eigenvectors are

$$
\begin{pmatrix} 1 \\ -P \\ P^2 \end{pmatrix}, \quad \begin{pmatrix} 1 \\ i\omega \\ -Q \end{pmatrix}, \quad \text{and} \quad \begin{pmatrix} 1 \\ -i\omega \\ -Q \end{pmatrix},
$$
and the eigenvectors of the adjoint matrix are respectively given by
\[
\begin{pmatrix}
Q \\
0 \\
1
\end{pmatrix}, \quad \begin{pmatrix}
P\omega \\
\omega - iP \\
-i
\end{pmatrix}, \quad \text{and} \quad \begin{pmatrix}
P\omega \\
\omega + iP \\
i
\end{pmatrix}.
\]
Thus, we can introduce the new variables \( u \in \mathbb{R}^1 \) and \( z \in \mathbb{C}^1 \) as follows:
\[
y = u \begin{pmatrix}
1 \\
-P \\
P^2
\end{pmatrix} + z \begin{pmatrix}
1 \\
\iomega \\
-Q
\end{pmatrix} + z^* \begin{pmatrix}
1 \\
-i\iomega \\
-Q
\end{pmatrix}.
\]
The derivatives \( \dot{u} \) and \( \dot{z} \) are computed by the following rule
\[
\dot{u} = \frac{1}{Q + P^2}(Q\dot{y}_1 + \dot{y}_3), \quad \dot{z} = \frac{1}{2P\omega}(P\omega\dot{y}_1 + (\omega - iP)\dot{y}_2 - i\dot{y}_3),
\]
so that we arrive at the system whose linear part is already diagonal
\[
\dot{u} = -Pu + \alpha_1 z^2 + \alpha_2 \bar{z}z^* + \cdots, \\
\dot{z} = i\omega z + \beta_1 z^2 + \beta_2 \bar{z}z^* - \beta_3 \bar{z}^2 + \gamma uz - \gamma^* u\bar{z}^* + \delta \bar{z}^2 z^* + \cdots,
\]
where the dots stand for the nonlinear terms which are negligible for the computation of the first Lyapunov value. If we expand the nonlinearity up to the third order in \( y \):
\[
f(y) = \sum c_{kj} y_j y_k + \sum d_{kjl} y_k y_j y_l + \cdots,
\]
then the coefficients \( \alpha, \beta, \gamma, \delta \) in (C.5.8) are found as follows:
\[
(Q + P^2)\alpha_1 = 2iP\omega\beta_1 = \sum c_{kj}(i\omega)^{k+j-2}, \quad (Q + P^2)\alpha_2 = 2iP\omega\beta_2 = -\sum ((-1)^k + (-1)^j)c_{kj}(i\omega)^{k+j-2}, \\
\gamma = \frac{1}{2}\sum c_{kj}((-P)^{k-2}(i\omega)^{j-2} + (-P)^{j-2}(i\omega)^{k-2}), \\
\delta = -\frac{1}{2PQ^2}\sum d_{kjl}(i\omega)^{k+j+l}((-1)^k + (-1)^j + (-1)^l).
\]
System (C.5.8) has a center manifold given by
\[
u = \frac{\alpha_1}{P + i\omega} z^2 + \frac{\alpha_2}{P} \bar{z} z^* + \cdots.
\]
C.5. Behavior on stability boundaries

On the center manifold the system assumes the form

\[
\dot{z} = \iota \omega z + \beta_1 z^2 + \beta_2 zz^* - \beta_1^* z^* z + \left( \frac{\gamma \alpha_2}{P} - \gamma^* \frac{\alpha_1}{P + \iota \omega} + \delta \right) z^2 z^* + \cdots. \tag{C.5.11}
\]

The normalizing transformation

\[
z_{\text{new}} = z + \iota \frac{\beta_1}{\omega} z^2 - \iota \frac{\beta_2}{\omega} z^* z + \iota \frac{\beta_1^*}{3 \omega} z^* z^2
\]

kills all quadratic terms, so that the system on the center manifold takes the form

\[
\dot{z} = \iota \omega z + (L_1 + i \Omega_1) z^2 z^* + \cdots,
\]

where

\[
L_1 + i \Omega_1 = \frac{i}{\omega} \left( \beta_1 \beta_2 - |\beta_1|^2 - \frac{2}{3} |\beta_2|^2 \right) + \gamma \frac{\alpha_2}{P} - \gamma^* \frac{\alpha_1}{P + \iota \omega} + \delta. \tag{C.5.12}
\]

By definition, \( L_1 \) is the first Lyapunov value. \( \Box \)

**C.5.** Let us apply the above algorithm to determine the stability of the structurally unstable equilibria \( O_{1,2} \) in the Lorenz model, see Sec. C.2. To find whether the corresponding Andronov-Hopf bifurcation is sub- or super-critical on the stability boundary of these equilibria we will compute the analytical expression for the first Lyapunov value \( L_1 \).

Following [165, 186], let us first bring the original system

\[
\begin{align*}
\dot{x} &= -\sigma(x - y), \\
\dot{y} &= r x - y - xz, \\
\dot{z} &= -bz + xy
\end{align*}
\]

to a single third-order differential equation

\[
\ddot{x} + (\sigma + b + 1) \dot{x} + b(1 + \sigma) \dot{x} + b\sigma(1-r)x = \frac{(1 + \sigma) \dot{x}^2}{x} + \frac{\dot{x} \ddot{x}}{x} - x^2 \dot{x} - \sigma x^3. \tag{C.5.13}
\]

Then, we introduce the new variable \( \xi = x - x_0 \), where \( x_0 = \pm \sqrt{b(r-1)} \) for \( O_{1,2} \), respectively. We stress that only quadratic and cubic terms in the nonlinearity are needed and hence the first order terms of the expansion of
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\[(x_0 + \xi)^{-1} \text{ are sufficient in order to find the first Lyapunov value. Taking into account the needed terms, the equation (C.5.13) can be rewritten as follows}

\[
\ddot{\xi} + (\sigma + b + 1)\dot{\xi} + [b(1 + \sigma) + x_0^2]\dot{\xi} + [b\sigma(1 - r) + 3\sigma x_0^2]\xi
\]

\[
= -3\sigma x_0 \xi^2 - 2x_0 \xi \dot{\xi} + \frac{1 + \sigma}{x_0} \dot{\xi}^2 + \frac{1}{x_0} \xi \dot{\xi} - \sigma \xi^3 - \xi^2 \dot{\xi}
\]

\[
- \frac{1 + \sigma}{x_0} \xi \dot{\xi}^2 - \frac{1}{x_0^2} \xi \dot{\xi} \ddot{\xi} + \cdots \tag{C.5.14}
\]

The stability boundary for both \(O_1\) and \(O_2\) is given by

\[r = \sigma(\sigma + b + 3)(\sigma - b - 1)^{-1}.\]

The first Lyapunov value computed by the above algorithm is

\[L_1 = b[p_3 q(p^2 + q)(p^2 + 4q)(\sigma - b - 1)]^{-1} B, \tag{C.5.15}\]

where

\[B = [9\sigma^4 + (20 - 18b)\sigma^3 + (20b^2 + 2b + 10)\sigma^2
\]

\[- (2b^3 - 12b^2 - 10b + 4)\sigma - b^4 - 6b^3 - 12b^2 - 10b - 3].\]

On the stability boundary, the inequality \(\sigma > b + 1\) is fulfilled. Upon substituting \(\sigma = \sigma_* + b + 1\), the expression for \(B\) becomes a polynomial of \(\sigma_*\) and \(b\) with positive coefficients. Hence, if \(\sigma_* > 0\) and \(b > 0\), then \(L_1 > 0\). Thus, both equilibria \(O_{1,2}\) are unstable (saddle-foci) on the stability boundary. The boundary itself is dangerous in the sense of the definition suggested in Chap. 14. Therefore, the corresponding Andronov-Hopf bifurcation of \(O_{1,2}\) is sub-critical. □

**C.5.#64.** Compute the first Lyapunov value in the Chua’s circuit (C.5.5).
Verify that for \(c_1 = c_3 = 1/6\) it vanishes at the point \((a \simeq 1.72886, b \simeq 1.816786)\), labeled by \(L_1 = 0\) on the Andronov-Hopf curve in Fig. C.2.1. This is the point of codimension two from which a curve of saddle-node periodic orbit originates. □

**C.5.#65.** Find the expression for the first Lyapunov value in the Shimizu-Marioka system (C.2.25) reduced to the following third order differential equation

\[\ddot{x} + (a + b)\dot{x} + ab\dot{x} - bx + x^3 - \frac{a}{x} x^2 - \frac{\dot{x}^2}{x} = 0. \tag{C.5.16}\]

Show that it is negative (positive) to the right (left) of the point \((a \simeq 1.359, b \simeq 0.1123)\) on the Andronov-Hopf bifurcation curve given by \((a + b)a - 2 = 0. \square\]
C.6 Bifurcations of fixed points and periodic orbits

Consider the logistic map

\[ \bar{x} = ax(1-x) \equiv f(x), \]

with \( 0 < a < 4 \) and \( x \in I = [0,1] \). When \( 0 < a < 1 \), the origin is a unique stable fixed point. It is semi-stable at \( a = 1 \) since \( f'(0) = 1 \). It becomes unstable as \( a \) increases, and another fixed point \( O_1(x_1 = (a - 1)/a) \) bifurcates from the origin (hence we have a transcritical bifurcation here). The point \( O_1 \) is stable when \( 1 < a \leq a_1 = 3 \) [see Fig. C.6.1(a)]. It flip-bifurcates when \( f'(O_1) = a - 2ax_1 = -1 \) at \( a = 3 \). The first Lyapunov value at this point is equal to \(-\frac{1}{6}(f''(O_1) + \frac{3}{2}f''(O_1)^2) = -\frac{2}{3}a_1 = -2\). Since it is negative, the point is asymptotically stable at \( a = 3 \). Thus, a stable cycle \( C_2 \) of period 2 bifurcates from \( O_1 \) as \( a \) exceeds 3, as shown in Fig. C.6.1(b).

The cycle of period two consists of a pair of period-two points

\[ x_2^{(1,2)} = \frac{a + 1 \pm \sqrt{a^2 - 2a - 3}}{2a}, \]

which are the roots of the equation \( x = f^2(x) \) other than those corresponding to \( O \) and \( O_1 \). The direct computation of the multiplier of the cycle, which is given by \( f'(x_2^{(1)}) \cdot f'(x_2^{(2)}) \), reveals that it is stable when \( 3 < a < 1 + \sqrt{6} \). Moreover, the multiplier is positive when \( 3 < a < 1 + \sqrt{5} \), and negative when \( 1 + \sqrt{5} < a \), but still less than 1 in absolute value. This cycle becomes repelling when \( a > 1 + \sqrt{6} \), and its stability switches to the cycle \( C_4 \) of period 4, shown in Fig. C.6.1(c). When this cycle goes through the flip bifurcation at \( a = a_3 \approx 3.54 \), then a stable period-8 cycle is born, and so forth [see Fig. C.6.2(d)–(f)].

Note that the first Lyapunov value is always negative for a flip-bifurcation of any periodic orbit in the logistic map. Indeed, the Schwarzian derivative:

\[ S(f)(x) = \frac{f'''(x)}{f'(x)} - \frac{3}{2} \left( \frac{f''(x)}{f'(x)} \right)^2 \]

is negative everywhere within the interval \([0,1]\) where the map is defined. It is easy to check that if for some map \( S(f) < 0 \) everywhere, then \( S(f \circ f \circ \cdots \circ f) < 0 \) everywhere too, i.e. it is negative for every power of the map. It remains to note that \( \frac{1}{6}S(f) \) coincides with the first Lyapunov value at the fixed point at the moment of flip-bifurcation (when \( f'(x) = -1 \)).
Fig. C.6.1. Period doubling in the logistic map.
This sequence of period-doubling bifurcations ends up at approximately \( a \approx 3.569 \), after which the logistic map exhibits chaotic behavior, see Fig. C.6.1(g) and (i).

Feigenbaum [170] noticed that the bifurcation values of \( a_n, n = 1, 2, \ldots \) increase asymptotically in geometrical progression with the multiplier

\[
\delta = \lim_{n \to \infty} \frac{a_n - a_{n-1}}{a_{n+1} - a_n} \approx 4.66920.
\]

C.6.67. Find the critical value of \( a \) that corresponds to the situation depicted in Fig. C.6.1(h). Can this map have stable orbits at this moment? To answer this question reduce it first to a piece-wise linear map.
Evaluate the values of $a_n$ that correspond to the flip bifurcations of the orbits of period 16, 32, respectively. Find the corresponding maximal $x$-coordinates of these cycles and plot them on Fig. C.6.2.

\[ C.6.\#68. \] Examine the map

\[ \bar{x} = x + x(a(1 - x) - b(1 - x)^2) = f(x), \]

where $a$ and $b$ are some positive parameters. Find its fixed points, and detect the corresponding stability boundaries. Determine the asymptotic stability of the fixed points and period-2 cycle at critical cases.

\[ C.6.\#69. \] Examine the maps $\bar{x} = \mu_1 + Ax^{1+\mu_2}$ and $\bar{x} = \mu_1 - \mu_2x^\nu + x^{2\nu}$, where $0 < \nu < 1$, and $|\mu_1| \ll 1$. Consider the subcases $0 < \nu < 1/2$ and $1/2 < \nu$ separately. What happens at $\nu = 1/2$? Analyze bifurcations of symmetric periodic points in the two maps $\bar{x} = (\mu_1 + A|x|^{1+\mu_2})\text{sign}(x)$ and $\bar{x} = (\mu_1 - \mu_2|x|^\nu + |x|^{2\nu})\text{sign}(x)$, $|\mu_{1,2}| \ll 1$. Such maps appear in the study of homoclinic bifurcations of codimension two (see Sec. 13).

\[ C.6.\#70. \] Consider the Hénon map:

\[ \bar{x} = y, \quad \bar{y} = a - bx - y^2. \]
Fig. C.6.3. Horseshoe in the Hénon map for $a = 2$ and $b = 0.4$ and in its inverse.

This map is a canonical example illustrating the chaotic behavior. For certain parameter values the Hénon map models the mechanism of the creation of the Smale horseshoe as illustrated in Fig. C.6.3, for the map and for its inverse:

$$y = \bar{x},$$

$$x = (a - \bar{y} - \bar{x}^2)/b,$$

defined for $b \neq 0$. 
The Jacobian of the Hénon map is constant and equal to $b$. Therefore, when $b > 0$, the Hénon map preserves orientation in the plane, whereas orientation is reversed when $b < 0$. Note also that if $|b| < 1$, the map contracts areas, so the product of the multipliers of any of its fixed or periodic points is less than 1 in absolute value. Hence, in this case the map cannot have completely unstable periodic orbit (only stable and saddle ones). On the contrary, when $|b| > 1$, no stable orbits can exist. When $|b| = 1$, the map becomes conservative. At $b = 0$, the Hénon map degenerates into the above logistic map, and therefore one should expect some similar bifurcations of the fixed points when $b$ is sufficiently small.

Next, let us find the fixed points in the Hénon map and analyze how they bifurcate as the parameters $a$ and $b$ vary. The bifurcation portrait is shown in Fig. C.6.4. It contains three bifurcation curves: $SN: a = -\frac{1}{4}(1 + b)^2$, $PD: a = \frac{3}{4}(1 + b)^2$, and $AH: b = 1, -1 < a < 3$. For $(a, b) \in SN$ the map has a fixed point with one multiplier +1; when $|b| < 1$, this point is a saddle-node with an attracting sector, while when $|b| > 1$, this is a saddle-node with a repelling zone. For $(a, b) \in PD$ the map has a fixed point with multiplier $-1$; when $|b| < 1$, the other multiplier is less than 1 in absolute value and the first Lyapunov value is negative, so the bifurcating point is stable. For $|b| > 1$, 

![Fig. C.6.4. Bifurcation portrait of the fixed points in the Hénon map.](image-url)
the other multiplier is greater than 1 in absolute value and the first Lyapunov value is positive, so the bifurcating point is completely unstable. (Check the equations for the bifurcation curves and compute the Lyapunov values.)

In the region $D_1$ there are two fixed points, one of which is a saddle, and the other one is stable for $(a, b) \in D_{s1}^1$, and repelling when $(a, b) \in D_{u1}^1$. Transition from $D_1$ to $D_2$ is accompanied with the period-doubling bifurcations of the fixed point, correspondingly, stable on the route $D_{s1}^1 \rightarrow D_{s2}^2$, and repelling on the route $D_{u1}^1 \rightarrow D_{u2}^2$. Meanwhile the point becomes a saddle ($-$), and in its neighborhood a stable cycle of period two bifurcates from it when $(a, b) \in D_{s2}^2$; in the region $D_{u2}^2$, this period-two cycle is repelling.

When $b = 1$, the Hénon map becomes conservative, as its Jacobian equals $+1$. At $b = 1$ and $a = -1$, it has an unstable parabolic fixed point with two multipliers $+1$; at $b = 1$ and $a = 3$, it is a stable parabolic fixed point with two multipliers $-1$. In between these points, for $-1 < a < 3$ (i.e. $(a, b) \in T$), the map has a fixed point with multipliers $e^{\pm i \psi}$ where $\cos \psi = 1 - \sqrt{-a + 1}$. This is a generic elliptic point for $\psi \notin \{\pi/2, 2\pi/3, \arccos(-1/4)\}$ [167]. Since the Hénon map is conservative when $b = 1$, the Lyapunov values are all zero. When we cross the curve $AH$, the Jacobian becomes different from 1, hence the map either attracts or expands areas which, obviously, prohibits the existence of invariant closed curves. Thus, no invariant curve is born upon crossing the curve $AH$. $\Box$

[C.6.#71.] Let us consider the following map

\begin{align}
\bar{x} &= y + \alpha y^2, \\
\bar{y} &= a - bx - y^2 + \beta xy \tag{C.6.1}
\end{align}

with small $\alpha$ and $\beta$. This map can therefore be treated as a slight perturbation of the Hénon map. We may wonder what bifurcations occur in some bounded subregion in the $(x, y)$-plane which remains of finite size as both $\alpha$ and $\beta$ tend to zero. This question is typical in the study of bifurcations of a quadratic homoclinic tangency between the stable and unstable manifolds of a neutral saddle fixed point (with the multipliers $|\nu| < 1 < |\gamma|$ such that $|\nu \gamma| = 1$) [175].

Let us derive the equations of the bifurcation curves $\bar{SN}$, $\bar{PD}$ and $\bar{AH}$ for (C.6.1) for small $\alpha$ and $\beta$; these curves correspond to the saddle-node, period-doubling and torus creation, respectively.
Consider the characteristic equation for (C.6.1)
\[
\det \begin{pmatrix}
-\lambda & 1 + 2\alpha y \\
-b + \beta y & -2y + \beta x - \lambda
\end{pmatrix} = 0.
\]

Since \(x = y + \alpha y^2\) at a fixed point, this equation recasts as
\[
\lambda^2 + \lambda(2y - \beta y - \alpha \beta y^2) + b + y(2b\alpha - \beta) - 2\alpha \beta y^2 = 0.
\]

(C.6.2)
The equation for the coordinate \(y\) of a fixed point of (C.6.1) is given by
\[
a - y(1 + b) - y^2(1 + b\alpha - \beta) + \alpha \beta y^3 = 0.
\]

(C.6.3)

Let us derive the equation of the curve \(\tilde{SN}\) of saddle-node fixed points. Since one of the eigenvalues of such points equals 1, plugging \(\lambda = 1\) into (C.6.2) yields
\[
1 + b + 2y(1 + b\alpha - \beta) - 3\alpha \beta y^2 = 0.
\]

(C.6.4)
This equation has only one solution in any fixed finite region, provided that \(\alpha\) and \(\beta\) are sufficiently small:
\[
y = -\frac{1 + b}{2(1 + b\alpha - \beta)} + O(\alpha \beta).
\]

Substituting this in (C.6.3) gives the following equation for \(\tilde{SN}\)
\[
a = -\frac{(1 + b)^2}{4}(1 - b\alpha + \beta) + O(\alpha^2 + \beta^2).
\]

(C.6.5)

Analogously, the equation of the curve \(\tilde{PD}\) corresponding to a period-doubling bifurcation is given by
\[
a = \frac{3}{4}(1 + b)^2 \left(1 + \frac{4}{3}b\alpha - \frac{\beta}{3}\right) + O(\alpha^2 + \beta^2).
\]

(C.6.6)
Note that the curves \(\tilde{SN}\) and \(\tilde{PD}\) are close to the curves \(SN\) and \(PD\) of the original Hénon map.

Let us derive next the equation for the curve \(\tilde{AH}\) which corresponds to the creation of an invariant curve (the Andronov-Hopf bifurcation for maps). Since eigenvalues of such a point are \(\lambda_{1,2} = e^{\pm i\varphi}\), it follows that the Jacobian
of the map at the fixed point equals $1$ and the trace of the Jacobian matrix equals $2 \cos \varphi$. This yields the following system for solving $y$ and $b$:

\[
\begin{align*}
2y - \beta y - \alpha \beta y^2 &= -2 \cos \varphi \\
 b + y(2\alpha - \beta) - 2\alpha \beta y^2 &= 1.
\end{align*}
\]  
(C.6.7)

We obtain from the first equation that

\[
y = -\frac{\cos \varphi}{1 - \beta/2} + O(\alpha \beta),
\]  
(C.6.8)

and from the second one that

\[
b = 1 - (\beta - 2\alpha) \cos \varphi + O(\alpha^2 + \beta^2).
\]  
(C.6.9)

Finally, we find from (C.6.3) that

\[
a = \cos^2 \varphi[1 + \beta - \alpha] - 2 \cos \varphi[1 + \beta/2] + O(\alpha^2 + \beta^2).
\]  
(C.6.10)

The curve $\tilde{AH}$ is given by (C.6.9)–(C.6.10). Since the Jacobian of the map (C.6.1) is no longer constant, one should expect that the corresponding bifurcation of the birth of the invariant curve will be non-degenerate at the fixed point. To make sure, let us compute the first Lyapunov value $L_1$.

Let $(a, b) \in \tilde{AH}$. Then $b = -1 + O(\alpha, \beta)$ and $-1 + O(\alpha, \beta) < a < 3 + O(\alpha, \beta)$. The bifurcating fixed point with multipliers \(e^{\pm i\varphi}\) has coordinates

\[
\begin{align*}
x &= -\cos \varphi(1 + \beta/2) + \alpha \cos^2 \varphi + O(\alpha^2 + \beta^2), \\
y &= -\cos \varphi(1 + \beta/2) + O(\alpha^2 + \beta^2).
\end{align*}
\]  
(C.6.11)

Let us translate the origin to the fixed point. The map (C.6.1) then assumes the form

\[
\begin{align*}
\bar{x} &= y(1 + \rho) + \alpha y^2 + \cdots, \\
\bar{y} &= -x/(1 + \rho) + 2y \cos \varphi - y^2 + \beta xy + \cdots.
\end{align*}
\]

where \(\rho = 2\alpha \cos \varphi + O(\alpha^2 + \beta^2)\) and the dots stand for nonlinear terms of order $O(\alpha^2 + \beta^2)$. By rescaling the $x$-variable to $(1 + \rho)$, the map is brought to the form

\[
\begin{align*}
\bar{x} &= y + \alpha y^2 + \cdots, \\
\bar{y} &= -x + 2y \cos \varphi - y^2 + \beta xy + \cdots.
\end{align*}
\]  
(C.6.12)
Now, make a linear transformation \( x = \xi \) and \( y = (\cos \varphi)\xi - (\sin \varphi)\eta \) after which the linear part of the map becomes a rotation through an angle \( \varphi \):

\[
\xi = \xi \cos \varphi - \eta \sin \varphi + \alpha (\xi \cos \varphi - \eta \sin \varphi)^2 + \cdots ,
\]

\[
\eta = \xi \sin \varphi + \eta \cos \varphi + \frac{1}{\sin \varphi} (\xi \cos \varphi - \eta \sin \varphi)^2 (1 + \alpha \cos \varphi)
- \frac{\beta}{\sin \varphi} \xi (\xi \cos \varphi - \eta \sin \varphi) + \cdots .
\]

Denoting \( z = \xi + i\eta \), we obtain

\[
\bar{z} = ze^{i\varphi} + c_{20}z^2 + c_{11}zz^* + c_{02}(z^*)^2 + \cdots ,
\]

where \( z^* \) is complex-conjugate to \( z \) and the coefficients \( c_{ij} \) are given by

\[
c_{20} = \frac{1}{4} \left[ -2 \cos \varphi - \alpha + \beta \right] + \frac{i}{4} \left[ \frac{\cos 2\varphi}{\sin \varphi} + \frac{\cos \varphi}{\sin \varphi} (\alpha - \beta) \right],
\]

\[
c_{11} = \frac{\alpha}{2} + \frac{i}{2} \left[ \frac{1}{\sin \varphi} + \frac{\cos \varphi}{\sin \varphi} (\alpha - \beta) \right],
\]

\[
c_{02} = \frac{1}{4} \left[ 2 \cos \varphi + \alpha (3 \cos^2 \varphi - \sin^2 \varphi) - \beta \right]
+ \frac{i}{4} \left[ \frac{\cos 2\varphi}{\sin \varphi} + \frac{\cos \varphi}{\sin \varphi} (\cos^2 \varphi - 3 \sin^2 \varphi) - \beta \frac{\cos \varphi}{\sin \varphi} \right].
\]

According to Sec. 3.13, the quadratic terms are eliminated by the following normalizing transformation (when \( \varphi \neq 2\pi/3 \)):

\[
z_{\text{new}} = z - \frac{c_{20}}{e^{2i\varphi} - e^{i\varphi}} z^2 - \frac{c_{11}}{1 - e^{i\varphi}} zz^* - \frac{c_{02}}{e^{-2i\varphi} - e^{i\varphi}} (z^*)^2 + \cdots .
\]

This transformation does not change the linear part and it is known to eliminate all quadratic terms. Thus, we need only to collect the coefficients in front of the cubic term \( z^2 z^* \). This gives

\[
z_{\text{new}} = e^{i\varphi} z_{\text{new}} + e^{i\varphi} z_{\text{new}} z^* z_{\text{new}} (L + i\Omega) + O_3(z),
\]

where \( O_3(z) \) stands for the remaining cubic and higher order terms, and

\[
L + i\Omega = -c_{20} c_{11} e^{-2i\varphi} \frac{1}{1 - e^{i\varphi}} - \frac{|c_{11}|^2}{1 - e^{i\varphi}} - \frac{|c_{02}|^2}{1 - e^{3i\varphi}}.
\]
C.6. Bifurcations of fixed points and periodic orbits

Taking the real part of the right-hand side we arrive at the following formula for the first Lyapunov value $L_1$ [184]

$$L_1 = \text{Re}(c_{20}c_{11}) \frac{\cos 3\varphi - 3 \cos 2\varphi + 2 \cos \varphi}{2(1 - \cos \varphi)}$$

$$+ \text{Im}(c_{20}c_{11}) \frac{\sin 3\varphi - 3 \sin 2\varphi + 2 \sin \varphi}{2(1 - \cos \varphi)} - |c_{02}|^2 - \frac{1}{2} |c_{11}|^2. \tag{C.6.19}$$

When we plug (C.6.15) into the above formula, we finally obtain the following expression:

$$L_1 = \frac{1}{16(1 - \cos \varphi)}[\beta - 2\alpha] + O(\alpha^2 + \beta^2). \tag{C.6.20}$$

Observe that $L_1$ vanishes at $\alpha = \beta = 0$ as it is to be identically zero in the Hénon map.

Thus, when $\alpha$ and $\beta$ are small, the sign of the first Lyapunov value equals the sign of the difference $(\beta - 2\alpha)$. If it is negative, the stable invariant curve is born through the super-critical Andronov-Hopf bifurcation when crossing the curve $\tilde{AH}$ towards larger $\beta$.

\begin{itemize}
  \item \textbf{C.6.\#72.} Using a computer, trace the evolution of the invariant curve as $b$ grows (choose $\alpha = \beta = 0.001$).
\end{itemize}

Let us first discuss the case $L_1 < 0$. In the region to the left of $\tilde{AH}$ the point $O$ is stable, see Fig. C.6.5. The point $O$ becomes unstable to the right of the Andronov-Hopf bifurcation curve $\tilde{AH}$, and a stable invariant curve bifurcates from it. The stable curve evolves in the following way: as the parameter increases further, it “glues” to a homoclinic loop to the saddle fixed point $O_1$. By the term “gluing” we mean that the stable invariant curve becomes a part of the non-wandering set of the complex homoclinic structure existing due to intersections of the stable and unstable manifolds of the saddle fixed point $O_1$. As the parameters vary further, this non-wandering set vanishes as the result of the homoclinic tangency.

Such a scenario of stability loss is often referred to in the literature as “soft” (see Chap. 14). In the case $L_1 > 0$, the loss of stability develops in a \textit{dangerous} way: the point $O$ is stable initially; meanwhile an unstable invariant curve “materializes” from the homoclinic tangles of $O_1$, and shrinks to the origin as the curve $\tilde{AH}$ is reached. The fixed point at the origin becomes unstable upon crossing $\tilde{AH}$, and all nearby trajectories escape from its neighborhood.

\hfill \Box
C.6.73. Examine the following map

\[ \begin{align*}
\bar{x} &= y, \\
\bar{y} &= \mu_1 + \mu_2 y + dy^3 - bx,
\end{align*} \]

where \( \mu_1, \mu_2, b \) are control parameters, and \( d = \pm 1 \). Such maps appear in the study of the Lorenz attractor, as well as in modeling the behavior of the periodic forced equations with cubic nonlinearity, like the Duffing system [176, 184].

The Jacobian of the map is equal to \( b \), and therefore, when \( b \neq 0 \), it is a diffeomorphism. The inverse is given by

\[ \begin{align*}
\bar{y} &= x, \\
\bar{x} &= \frac{1}{b}(\mu_1 + \mu_2 x + dx^3 - y).
\end{align*} \]

One can easily see from the above formula that the cases \( |b| > 1 \) and \( |b| < 1 \) are symmetric. When \( b = 0 \), the original map becomes “one-dimensional” in the
sense that it has an invariant curve $y = dx^3 + \mu_2 x + \mu_1$ to which any point of the plane is mapped onto after one iteration. It should be noticed that the map is invariant with respect to the transformation $(x, y, \mu_1, \mu_2) \rightarrow (-x, -y, -\mu_1, \mu_2)$, and hence bifurcations curves in the $(\mu_1, \mu_2)$-parameter plane are symmetric with respect to the $\mu_2$-axis.

Find analytically the equations of the basic bifurcation curves of the fixed points and period-2 cycles of these maps.

Partial solution: the curve $SN$ corresponding to a fixed point with multiplier $+1$ is given by

$$\mu_1 = \pm \frac{2}{3} \left( \frac{-1 + b - \mu_2}{3d} \right)^\frac{1}{2};$$

that with multiplier $-1$ is given by

$$\mu_1 = \pm \frac{2}{3} \left( \frac{-1 + b - \mu_2}{3d} \right)^\frac{1}{2} (2 + 2b - \mu_2).$$

The bifurcation curves of the period-2 cycle with multiplier $+1$ are given by

$$\mu_1 = \pm \frac{2}{3\sqrt{3}}(-\mu_2 - 2(b + 1))^\frac{1}{2}, \quad \text{at} \ d = +1,$$

$$\mu_1 = \pm \frac{2}{3\sqrt{3}}(\mu_2 + 2b - 1)^\frac{1}{2}, \quad \mu_2 > -\frac{2}{3}(b + 1), \quad \text{at} \ d = -1,$$

Those corresponding to period-4 doubling are given by

$$\mu_1^2 = \frac{1}{216d}(b(b + 1) + \mu_2 \pm q)^2(-5\mu_2 - 6(b + 1) \pm q),$$

where $q = \sqrt{(3\mu_2 + 2b + 2)^2 - 8(b^2 + 1)}$.

The following system is an asymptotic normal form for the bifurcation of an equilibrium state with triple zero characteristic exponent [162, 163]

$$\dot{x} = y,$$

$$\dot{y} = z,$$

$$\dot{z} = ax - x^2 - by - z,$$

in the case of complete Jordan block (continued from Sec. C.2). Here $a$ and $b$ are control parameters. A fragment of the bifurcation diagram of this system.
Appendix C

is shown in Fig. C.6.6. For $a, b \geq 0$, this system has two equilibrium states: $O(0,0,0)$ and $O_1(a,0,0)$. The origin $a = b = 0$ corresponds to the Bogdanov-Takens bifurcation of codimension two (see Sec. 13.4).

Let us describe the essential bifurcations in this system on the path $b = 2$ as $\mu$ increases. On the left of the curve $AH$, the equilibrium state $O_1$ is stable. It undergoes the super-critical Andronov-Hopf bifurcation on the curve $AH$. The stable periodic orbit becomes a saddle through the period-doubling bifurcation that occurs on the curve $PD$. Figure C.6.7 shows the unstable manifold of the saddle periodic orbit homeomorphic to a Möbius band. As $a$ increases further, the saddle periodic orbit becomes the homoclinic loop to the saddle point $O(0,0,0)$ at $a \approx 5.545$. What can one say about the multipliers of the periodic orbit as it gets closer do the loop? Can the saddle periodic orbit shown in this figure get “pulled apart” from the double stable orbit after the flip bifurcation? In other words, in what ways are such paired orbits linked in $\mathbb{R}^3$, in $\mathbb{R}^4$?

Using a computer detect the bifurcation curve in the $(a,b)$-parameter plane that corresponds to the pitch-fork bifurcation of a symmetric
C.6. Bifurcations of fixed points and periodic orbits

Fig. C.6.7. Shown is a piece of the stable manifold of the saddle periodic orbit (dark circle) at $a = 3.2$; courtesy of H. Osinga and B. Krauskopf [181].

A periodic orbit in the Shimizu-Morioka model [191]:

\[ \dot{x} = y, \]
\[ \dot{y} = x - xz - ay, \]
\[ \dot{z} = -bz + x^2, \]

at $a \approx 0.4$ and $b \approx 0.45$. Can a symmetric limit cycle go through a period-doubling bifurcation in this system? In the Lorenz equation? In a Chua circuit? What makes the difference?

Let us consider an example of a system with torus bifurcation. Our example here is the following model coming from meteorology [128, 183]

\[ \dot{x} = -y^2 - z^2 - ax + aF, \]
\[ \dot{y} = xy - bxz - y + G, \]
\[ \dot{z} = bxy + xz - z. \]

It follows from the linear stability analysis (see Sec. C.2) that the $(a, b)$-parameter plane has a codimension-two point corresponding to an equilibrium state with characteristic exponents $(0, \pm i\omega)$. Therefore, the dimension of the center manifold in such a case must be equal to 3 at least. For the complete account on this bifurcation the reader is referred to [51, 64]. Below, we will give its brief outline.

Observe that at such a codimension-two point the Andronov-Hopf and saddle-node bifurcations occur simultaneously. Let $\mu_1$ and $\mu_2$ be the same
parameters that govern these bifurcations in each versal family, respectively:

\[
\begin{align*}
\dot{r} &= r(\mu_1 + L_1 r^2) + \cdots, \\
\dot{\phi} &= \omega(\mu_1) + \Omega(\mu_1)r^2 + \cdots, \\
\dot{z} &= \mu_2 - z^2 + \cdots,
\end{align*}
\]

where \(\omega(0) \neq 0\), \(\Omega(0) \neq 0\), and \(L_1\) denotes a Lyapunov value. Taking the interaction into account, the resulting normal form can be written as

\[
\begin{align*}
\dot{r} &= r(\tilde{\mu}_1 + L_1 r^2 + a z + z^2) + O(||(r, z)||^4), \\
\dot{z} &= \tilde{\mu}_2 + z^2 + b r^2 + O(||(r, z)||^4), \\
\dot{\phi} &= \omega + cz + O(||(r, z)||^2),
\end{align*}
\]

where \(a, b\) may be set \(\pm 1\). Note that if we drop the \(O(||(r, z)||^4)\)-terms, the system becomes invariant with respect to rotation around the \(z\)-axis, so its trajectories lie on integral surfaces determined by trajectories of the planar system consisting of the first two equations, which are decoupled from the third one. In this planar system, equilibrium states with \(r = 0\) correspond to equilibrium states of the three-dimensional normal form, those with \(r \neq 0\) correspond to periodic orbits, and a structurally stable limit cycle will correspond to an invariant torus. Depending on the signs of \(a\) and \(b\), there may be four essentially different cases. We will focus on the case \(a = -1\) and \(b = 1\) only where the torus-bifurcation takes place, and leave the other ones for exercises on linear stability analysis. The corresponding bifurcation diagram is shown in Fig. C.6.8. Let us describe next the corresponding bifurcations in terms relevant to the original three-dimensional system (C.6.22).

The point \(O_1\) is repelling in the region to the right of \(AH\). On the left of \(AH\) it becomes a saddle-focus (2,1) and a repelling periodic orbits generates from it. This periodic orbit is the edge of the stable manifold of \(O_1\) (Fig. C.6.9(a)). This periodic orbit becomes stable upon crossing \(TB\), and a repelling two-dimensional invariant torus bifurcates from it (see Fig. C.6.9(b)). This torus becomes the heteroclinic connection between both saddle-foci (Fig. C.6.9(c)) on the curve \(H\) in Fig. C.6.8.

The bifurcations described above are subject to the condition of invariance with respect to rotation around the \(z\)-axis. The straight-line \(r = 0\) is then an integral curve, and in the case where \(O_1\) and \(O_2\) are both saddles, this is
their common one-dimensional separatrix. Moreover, in such symmetrical systems, both two-dimensional stable and unstable invariant manifolds of these saddles may either coalesce or have no common points. In generic systems which are not rotationally invariant, one-dimensional separatrices of the saddles may coincide at particular (codimension-two) parameter values, whereas two-dimensional manifolds of the saddles may cross transversely each other along some trajectories for an open set of parameters. Taking into account the terms destroying the rotational symmetry may significantly change the structure of the heteroclinic connection, namely it may split. If this is the case, the situation is likely where a one-dimensional separatrix becomes bi-asymptotic to either saddle-focus shown in Fig. C.6.9(d). Moreover, if the saddle value is positive at either saddle-focus, the separatrix loop will give rise to a homoclinic explosion when the neighborhood is filled by infinitely many saddle periodic orbits (see Sec. 13).

\[\text{C.6.$\#78.$}\] The Medvedev’s construction of the blue-sky catastrophe on the torus [95] is illustrated by Fig. C.6.11. It is supposed that there exists a pair
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Fig. C.6.9. Phase portraits of system (C.6.22): (a) \((F = 1.77, G = 1.8)\); (b) \((F = 1.8, G = 1.65)\); (c) \((F = 1.8, G = 1.5)\); (d) \((F \simeq 1.416, G \simeq 2.195)\).

of saddle-node cycles \(C_1\) and \(C_2\) on the torus at some \(\mu = 0\). By introducing the direction of the motion of the torus, one can assign that one cycle rotates in the clockwise direction whereas the other one spins in the opposite direction. Discuss the way on how the blue-sky catastrophe may flow in. How many cycles of what stability can appear through this bifurcation? Let \(n_1(\mu)\) and \(n_2(\mu), \mu > 0\) be the number of gyrations which a closed trajectory on the torus makes near the ghosts of \(C_{1,2}\). What is \(\lim_{\mu \to +0} n_{1,2}(\mu)\)?

**C.6.79.** Challenge: following the underlying idea on the development of the blue-sky catastrophe in a two time scales system which is discussed in
Fig. C.6.10. Part of the bifurcation diagram of the system (C.6.22).

Fig. C.6.11. Blue-sky catastrophe on a torus.

Sec. 12.4, find the blue-sky catastrophe in the modified Hindmarsh-Rose model of neuronal activity

\[
\begin{align*}
\dot{x} &= y - z - x^3 + 3x^2 + 5, \\
\dot{y} &= -y - 2 - 5x^2, \\
\dot{z} &= \varepsilon(2(x + 2.1) - z) - \frac{A}{(z - 1.93)^2 + 0.003}, 
\end{align*}
\]

(C.6.23)

where \(A\) and \(\varepsilon\) are two control parameters. Figure C.6.12 represents the bifurcation diagram of the slow system. Prove the stability of the resulting periodic
Fig. C.6.12. Plot of the $x$-coordinate of the equilibrium state versus $z$ at $\varepsilon = 0$. The symbols $x_{\text{min}}$, $x_{\text{max}}$ and $\langle x \rangle$ denote, respectively, the maximal, minimal and averaged values of the $x$-coordinates of the stable limit cycle which bifurcates from a stable focus at $AH$ and terminates in the separatrix loop to the saddle $O$ (see the next figure) at the point $H$: $z \simeq 2.086$.

Fig. C.6.13. A separatrix loop to the saddle $O$ at $z \simeq 2.086$ and $\varepsilon = 0$. 
C.7. Homoclinic bifurcations

Homoclinic bifurcations are a priori not a local problem. The detection of a homoclinic bifurcation in a specific set of ODE’s is an art in itself. Besides,
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it often requires performing rather sophisticated numerical computations. However, as we have seen in our study of the Bogdanov-Takens normal form, in some specific cases one can prove analytically the existence of a homoclinic loop. This concerns systems close to integrable ones. Another instance is that of systems with piece-wise linear right hand sides, as well as by two time scales systems with slow and fast variables. Nevertheless, these examples are exceptions. As for generic nonlinear dissipative systems are concerned, the situation is quite non-trivial, especially if the saddle in question has unstable and stable manifolds of dimensions equal or exceeding two (so far, the known regular numerical methods are applied well to saddles with one-dimensional stable or unstable separatrices). What really simplifies the problem is that there are not so many bifurcation scenarios that usually precede the appearance of the homoclinic loop. We will illustrate some of them below. However, this list is undoubtedly incomplete, and we hope that the lucky reader will run into novel bifurcations in further research.

A homoclinic bifurcation is a composite construction. Its first stage is based on the local stability analysis for determining whether the equilibrium state is a saddle or a saddle-focus, as well as what the first and second saddle values are, and so on. On top of that, one deals with the evolution of \( \omega \)-limit sets of separatrices as parameters of the system change. A special consideration should also be given to the dimension of the invariant manifolds of saddle periodic trajectories bifurcating from a homoclinic loop. It directly correlates with the ratio of the local expansion versus contraction near the saddle point, i.e. it depends on the signs of the saddle values.

[C.7.#81.] Following the same steps as in the study of the generic Bogdanov-Takens normal form, analyze the structure of the bifurcation set near the origin \( \mu_1 = \mu_2 = 0 \) in the Khorozov-Takens normal form with reflection symmetry:

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= \mu_1 x + \mu_2 y \pm x^3 - x^2 y.
\end{align*}
\]

The rescaling

\[
x \rightarrow \varepsilon u, \quad y \rightarrow \varepsilon^2 v, \quad |\mu_1| \rightarrow \varepsilon^2, \quad \mu_2 \rightarrow \varepsilon^2\nu, \quad t \rightarrow t/\varepsilon
\]
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\[ \dot{u} = v, \]
\[ \dot{v} = \gamma u + \nu v \pm u^3 - \varepsilon u^2 v, \]

where \( \gamma = \text{sign } \mu_1 = \pm 1. \) Then, at \( \varepsilon = 0, \) the system becomes a Hamiltonian one

\[ \dot{u} = -\frac{\partial H}{\partial v}, \]
\[ \dot{v} = \frac{\partial H}{\partial u}, \]

with the first integral

\[ H = \frac{v^2}{2} + \frac{\gamma u^2}{2} \pm \frac{u^4}{4}. \]

The most interesting case is when the sign of \( \gamma \) is opposite to the sign of the coefficient of the fourth-order term in \( H, \) so let us assume further

\[ H = \frac{v^2}{2} + \frac{\gamma u^2}{2} - \gamma \frac{u^4}{4}. \]

This integrable system has three equilibrium states \( O(0, 0) \) and \( O_{1,2}(\pm 1, 0). \) When \( \gamma = 1, \) the origin is a center while \( O_{1,2} \) are the saddles [see Fig. C.7.1(a)].

The saddles have a closed symmetric heteroclinic connection at the level \( H = 1/4. \) The equations of the trajectories connecting the saddles can be found explicitly, and for the upper one it is given (verify this) by

\[ u = \frac{e^{\sqrt{2}t} - 1}{e^{\sqrt{2}t} + 1}, \quad v = \frac{2\sqrt{2}e^t}{(e^t + 1)^2}. \]

In the case \( \gamma = -1, \) the origin becomes a saddle and \( O_{1,2} \) are centers [see Fig. C.7.1(b)]. The distinguishable figure-of-eight lies at the zero level of the associated Hamiltonian. The equation of its right lobe is given by

\[ u(t) = \frac{2\sqrt{2}e^t}{1 + e^{2t}}, \quad v(t) = \frac{2\sqrt{2}e^t(1 - e^{2t})}{(1 + e^{2t})^2}. \]

The heteroclinic connection or the homoclinic-8 in a perturbed system persists on the curve \( \mu_2 = \nu \mu_1 + O(\mu_1^3), \) where \( \nu \) is found from the condition

\[ \int_{-\infty}^{+\infty} \frac{\partial}{\partial \varepsilon} \left. \frac{d}{dt} H(u(t), v(t)) \right|_{\varepsilon=0} dt = 0. \]
The latter can be rewritten as

\[ \nu = \frac{\int_{-\infty}^{+\infty} u^2(t)v(t)dt}{\int_{-\infty}^{+\infty} v(t)dt}, \]

which gives

\[ \nu = \frac{1}{5}, \quad \text{and} \quad \frac{4}{5}, \]

respectively, for each case. Compute the saddle value on the curve $H_8$ in the case $\gamma = -1$. Show that the stable symmetric limit cycle cannot terminate in the homoclinic-$8$ on this curve. See the complete bifurcation diagrams in Fig. C.7.2.

Apply the Shilnikov theorem and explain what kind of behavior one should anticipate in the Rössler system [172, 188]

\[
\begin{align*}
\dot{x} &= -y - z, \\
\dot{y} &= x + ay, \\
\dot{z} &= 0.3x - cz + xz,
\end{align*}
\]

near the homoclinic loops of the saddle-foci $O$ shown in Fig. C.7.3. Determine the corresponding characteristic exponents, and evaluate the saddle values.
Fig. C.7.2. Bifurcation diagrams of the Khorozov-Takens normal form.
Fig. C.7.3. Homoclinic loops to the saddle-foci $O$ and $O_1$ in the Rössler model for $(a = 0.380, c = 4.820)$ and $(a = 0.4853, c = 4.50)$, respectively. Initial conditions are chosen on the unstable manifolds at a distance of about 0.47 from $O$ on the plane $y = 0$, and about 0.14 from $O_1$, respectively.

Direct computation reveals that for the given parameters the saddle-focus $O$ has the exponents $\lambda_{1,2} \simeq 0.1597 \pm i0.9815$ and $\lambda_3 \simeq -4.7594$. Since the complex exponents $\lambda_{1,2}$ are nearest to the imaginary axis, the homoclinic loop implies the emergence of infinitely many saddle periodic orbits. Moreover, since the second saddle value $\sigma_2 = \lambda_3 + 2\text{Re}\lambda_{1,2}$ is negative (here it is equal to the divergence of the vector field at $O$), it follows that near the homoclinic loop there may also exist stable periodic orbits along with saddle ones. These stable orbits have long periods and weak attraction basins, and therefore they are practically invisible in numerical experiments.

In the second case, the equilibrium state $O_2$ has the characteristic exponents $(-0.0428 \pm 3.1994, 0.4253)$. In contrast to the first case, there are no stable periodic orbits in a small neighborhood of the loop, because the divergence of the vector field at $O_2$ is positive.

Consider the following $\mathbb{Z}_2$-symmetric Chua’s circuit with cubic nonlinearity [179]:

\[
\begin{align*}
\dot{x} &= a \left( y - \frac{x}{6} + \frac{x^3}{6} \right), \\
\dot{y} &= x - y + z, \\
\dot{z} &= -by,
\end{align*}
\]  
(C.7.1)
where $a \geq 0$ and $b \geq 0$ are control parameters. When $a = b = 0$, the bifurcation unfolding of (C.7.1) is the same as that of the Khorozov-Takens normal form. In particular, it includes the bifurcation of a homoclinic-8. Thus, the corresponding bifurcation curve, labeled $H8$, starts from the origin in the $(a, b)$-parameter plane in Fig. C.7.4. Of special consideration here are the four codimension-two points on this curve at which the following resonant conditions hold (after Sec. C.2):

1. $NS (a \approx 1.13515, b \approx 1.07379)$ corresponds to the saddle (at the origin) with zero saddle value $\sigma$. Below this point, $\sigma$ is positive.
(2) The point \( S \rightarrow SF \) \((a \simeq 1.20245, b \simeq 1.14678)\) corresponds to the transition from a saddle to a saddle-focus (2,1). It is important that \( \sigma < 0 \) at this point.

(3) The abbreviation \( NSF \) stands for the neutral saddle-focus at which the saddle value \( \sigma \) vanishes.

(4) Introduce the second saddle value \( \sigma_2 \) as the sum of the three leading characteristic exponents at the saddle-focus. In the three-dimensional case, it is the divergence of the vector field at the origin. Here, the curve \( \sigma_2 = 0 \), given by the equation \( a = 6 \), intersects \( H_8 \) at \((a = 6, b = 7.19137)\). Above this point, \( \sigma_2 > 0 \).

These points break the bifurcation curve \( H_8 \) into the four segments the trajectory behaviour on which is described next.

Segment \((0, NS)\):

On this interval, the homoclinic-8 bifurcates in the same way as in the Khorozov-Takens normal form. Both loops, which form the homoclinic-8 are orientable. The dimension of the center homoclinic manifold is equal to 2. The third dimension does not yet play a significant role. Therefore, it follows from the results in Sec. 13.7 that on the right of \( H_8 \), there are two unstable cycles (cycles 1 and 2 in Fig. 13.7.9). To the left of \( H_8 \), a symmetric saddle periodic orbit (cycle 12) bifurcates from the homoclinic-8 (see also Fig. C.7.5).

The point \( NS \). This point is of codimension two as \( \sigma = 0 \) here. The behavior of trajectories near the homoclinic-8, as well as the structure of the bifurcation set near such a point depends on the separatrix value \( A \) (see formula (13.3.8)). Moreover, they do not depend only on whether \( A \) is positive (the loops are orientable) or negative (the loops are twisted), but it counts also whether \(|A|\) is smaller or larger than 1. If \(|A| < 1\), the homoclinic-8 is “stable”, and unstable otherwise. To find out which case is ours, one can choose an initial point close sufficiently to the homoclinic-8 and follow numerically the trajectory that originates from it. If the figure-eight repels it (and this is the case in Chua’s circuit), then \(|A| > 1\). Observe that a curve of double cycles with multiplier +1 must originate from the point \( NS \) by virtue of Theorem 13.5.

On the segment between \( NS \) and \( NSF \), the saddle value is negative, i.e., \( \sigma < 0 \). Moving up along \( H_8 \), we go through the point above which the origin becomes a saddle-focus. By virtue of Theorem 13.11, in either case (i.e., when the origin is a saddle, or a saddle focus with \( \sigma < 0 \)), only two stable cycles, or a single symmetric stable cycle bifurcate from the homoclinic-8 on
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Fig. C.7.5. Period $T$ of the periodic orbit born through a sub-critical Andronov-Hopf bifurcation versus the parameter $a$ ($b = 1$), as the cycle approaches the homoclinic loop. The origin is a saddle with $\sigma > 0$.

the opposite sides from $H_8$. Therefore, the point $S \rightarrow SF$ is not a bifurcation point. However, by introducing a small perturbation, that breaks down the symmetry of Chua’s circuit, one can make the resulting bifurcation unfolding essentially different (see the contrast in Figs. 13.7.5 and 13.7.9). It should be merely noted that the transition from saddle to saddle-focus would cause dramatical changes in the dynamics of the system if $\sigma$ were positive at such a point. Taking into consideration one homoclinic loop only, this would cause a homoclinic explosion from a single saddle periodic orbit in the case of a saddle to infinitely many ones in the case of a saddle-focus (see Theorems 13.7–10 and [29]).

The point $NSF: \sigma = 0$ corresponds to a neutral saddle-focus. At this codimension-two point the dynamics of the trajectories near the homoclinic loops to the saddle-focus becomes chaotic. This bifurcation indeed preceeds the origin of the chaotic double scroll attractor in Chua’s circuit. In the general case, this bifurcation was first considered in [29]. The complete unfolding of
such bifurcation is unknown. The brief outline of [29] is as follows: there is an infinite series of codimension-1 bifurcation curves that accumulate to the curve $H8$ above the point $NSF$. These curves correspond to subsequent homoclinic bifurcations, saddle-node and period doubling bifurcations of periodic orbits close to the primary homoclinic one. To understand this phenomena (homoclinic explosion) one may examine a simplified picture of the evolution of the one-dimensional map with the saddle index $\nu > 1$ (corresponding to $\sigma < 0$), and $\nu < 1$ ($\sigma > 0$) shown in Fig. C.7.6. Recall that in the case under consideration, $\nu = |\text{Re}\lambda^*|/\lambda_1$, where $\lambda_1 > 0$ and $\lambda^*$ is the real part of the complex-conjugate pair of the exponents at the saddle-focus. One can see from this figure that the period of the periodic orbit tends to infinity as the parameter converges to the critical value. In the saddle-focus case with $\nu < 1$, it has a distinctive oscillatory component. Every turning point, corresponds to the saddle-node bifurcation which is followed by a period-doubling bifurcation. Therefore, there takes place an infinite sequence of such bifurcations accumulating to the homoclinic one [173].

Fig. C.7.6. Dependence of period $T$ of the periodic orbit generating via a super-critical Andronov-Hopf bifurcation on the parameter $a$ ($b = 0$) as the cycle approaches the homoclinic loop to a saddle-focus with $\sigma > 0$. 
Thus, in a neighborhood of the homoclinic loop to the saddle-focus with \( \nu < 1 \), there may exist structurally unstable periodic orbits, in particular saddle-nodes. This gives rise to the question: does the saddle-node bifurcations of periodic orbits result in the appearance of stable ones?

To answer it, one must examine the two-dimensional Poincaré map instead of the one-dimensional one, and evaluate the Jacobian of the former map. If its absolute value is larger than one, the map has no stable periodic points, and hence there are no stable orbits in a neighborhood of the homoclinic trajectory because the product of the multipliers of the fixed point is equal to the determinant of the Jacobian matrix of the map. One can see from formula (13.4.2) that the value of the Jacobian is directly related to whether \( 2\nu - 1 > 0 \) or \( 2\nu - 1 < 0 \), or, equivalently, \( \nu > 1/2 \) or \( \nu < 1/2 \). Rephrasing in terms of the characteristic exponents of the saddle-focus, the above condition translates into whether the second saddle value \( \sigma_2 = \lambda_1 + 2\Re\lambda^* \) is positive or negative. It can be shown [100] that if \( \sigma > 0 \) but \( \sigma_2 < 0 \) (\( a < 6 \) in Fig. C.7.4), there may be stable periodic orbits near the loop, along with saddle ones. However, when \( \sigma_2 > 0 \) (\( \sigma > 0 \), automatically), totally unstable periodic orbits emerge from the saddle-node bifurcations.

The last comment on the Chua circuit concerns the bifurcations along the path \( b = 6 \) (see Fig. C.7.4). Notice that this sequence is very typical for many symmetric systems with saddle equilibrium states. We follow the stable periodic orbit starting from the super-critical Andronov-Hopf bifurcation of the non-trivial equilibrium states at \( a \simeq 3.908 \). As \( a \) increases, both separatrices tend to the stable periodic orbits. The last ones go through the pitch-fork bifurcations at \( a \simeq 4.496 \) and change into saddle type. Their size increases and at \( a \simeq 5.111 \), they merge with the homoclinic-8. This, as well as subsequent bifurcations, lead to the appearance of the strange attractor known as the double-scroll Chua’s attractor in the Chua circuit.

C.7. Homoclinic bifurcations in the Shimizu-Morioka model [127]:

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= x - ay - xz, \\
\dot{z} &= -bz + x^2.
\end{align*}
\]

We will be seeking homoclinic bifurcations by starting from the Andronov-Hopf bifurcation at the non-trivial equilibria \( O_{1,2} \) that takes place on the curve \( AH: b = \frac{(2-a^2)}{a} \) (see Sec. C.2). This bifurcation can be super-critical — the first
Lyapunov value is negative to the right of the point $GH$, and it is subcritical to the right of the point GH. Let us consider next the evolution of the behavior of the separatrices of the saddle $O$ at the origin as the parameter $a$ decreases while keeping $b = 0.9$ fixed. Above $AH$ the separatrices tend to the stable equilibria $O_{1,2}$ which looses stability via an Andronov-Hopf bifurcation at $a \simeq 1.0341$. In the region between $AH$ and $HB$ the separatrices are attracted to the newborn stable periodic orbits. As $a$ decreases further, the amplitude of the stable orbits increases, and they both merge with the origin at $a \simeq 0.8865$, thereby forming a homoclinic butterfly. Such a symmetric homoclinic bifurcation with $\sigma < 0$ is often called a gluing bifurcation regardless of the geometry the homoclinic configuration which can be a butterfly or a figure-eight. One can see that the leading direction at the saddle in the given parameter values is the $z$-axis corresponding to the eigenvalue $\lambda_2 = -b$. Therefore, in our classification we are dealing with a homoclinic butterfly: both separatrices enter the saddle touching each other. The homoclinic butterfly transforms into a figure-8 when the separatrices enter the saddle from the opposite direction given by the eigenvector of the other negative eigenvalue which becomes leading when $\lambda_2 < \lambda_3 = -a/2 - \sqrt{a^2/4 + 1}$ on HB. In both cases, upon exiting from the homoclinic bifurcation a stable symmetric periodic orbit appears. Thus, the results of the homoclinic metamorphosis is always the same if $\sigma < 0$. This is not the case when $\sigma > 0$ where the geometry of the homoclinics is a key factor.

The more important resonant condition on $HB$ takes place at $(a \simeq 1.044, b \simeq 0.608)$ where the saddle value $\sigma$ vanishes (see Sec. 13.6). Near such a point the local consideration reduces to the corresponding truncated “normal form” — a one-dimensional Poincaré map

$$\bar{x} = (-\mu + A|x|^{1+\sigma} \text{sign}(x)), \quad (C.7.3)$$

where $||\mu, \sigma|| \ll 1$, $A$ is a separatrix value. In our interpretation, the fixed point at the origin at $\mu = 0$ corresponds to the homoclinic butterfly. It follows from Sec. 13.6 that the structure of the bifurcation unfolding near such a codimension-two point counts strongly on the magnitude and the sign of $A$. We have earlier emphasized the role of $A$, but it is worth repeating that the sign of $A$ determines the orientation of homoclinic loops. Moreover, in the “linear case” (i.e. at $\sigma = 0$), the value of $A$ also determines the stability of the homoclinic butterfly. There is almost no way to find the value of $A$ in the specific set of ODE’s without computer simulations. The simplest way to do that is to carry out a numerical experiment analogous to that we have already used in the
analysis of the Chua’s circuit. The separatrix value will satisfy $|A| < 1$ if the separatrices of the saddle remain in a small neighborhood of the homoclinic butterfly after it splits. The other issue is how to determine the “orientation” condition, i.e., to find whether $A$ is positive or negative; and we will return to this question later.

It is not hard to conclude from numerical experiments, which reveal the manner in which the separatrices converge to the homoclinic butterfly that $A$ must be within the range $(0,1)$. In this case, when $\sigma < 0$, everything is simple: the homoclinic butterfly splits into either two stable periodic orbits (Fig. C.7.8(g)), or just one stable symmetric periodic orbit (Fig. C.7.8(i)). It follows from Sec. 13.6 that when $\sigma > 0$, two bifurcation curves originate from this codimension-two point. They correspond to the saddle-node bifurcation (Fig. C.7.8(d)) and to the double homoclinic loop (Fig. C.7.8(f)). The
symmetry adds to the problem a plethora of other bifurcation phenomena. Of very special interest is the bifurcation shown in Fig. C.7.8(c). It leads to the formation of the closed interval which is mapped onto itself. Furthermore, since the derivative of the map is larger than 1 on this integral, it contains no stable periodic points but infinitely many unstable ones. This is the moment of the appearance of the invariant attractive set without stable trajectories — a Lorenz-like attractor. In terms of the flow, this bifurcation occurs when the one-dimensional separatrices of the saddle at the origin lie on two-dimensional
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Fig. C.7.9. The Lorenz-like attractor in the Shimizu-Morioka model near the point $\sigma = 0$.

Fig. C.7.10. The Lorenz attractor does not appear if $A < 0$ on the curve $LA$.

stable manifolds of the saddle periodic orbits that have earlier bifurcated from each loop (see an analogous bifurcation for the Lorenz equation shown in Fig. C.7.14). Since $A > 0$, these manifolds are homeomorphic to a cylinder. This bifurcation occurs on the curve $LA$ in Fig. C.7.7. Near the codimension-two point $\sigma = 0$, the Lorenz attractor is very thin, and looks like a stable periodic orbit (see Fig. C.7.9). Note that one should verify that the separatrix value $A$ does not vanish anywhere on the curve $LA$. If so, there may arise the situation sketched in Fig. C.7.10 which shows schematically how the primary bifurcation of the Lorenz attractor can be ruined when the separatrix value $A$ becomes negative. We will discuss this possibility below.

So far an important conclusion: since there is a homoclinic butterfly with $|A| < 1$, the region of the existence of the Lorenz attractor adjoins to the codimension-two point in the parameter space. The interested reader is advised to consult [127, 129, 187] on the bifurcations of Lorenz attractor in the
Consider the bifurcations of the symmetric cycle as $\sigma$ evolves from positive to negative values. Can it undergo a period-doubling bifurcation? saddle-node one? Exploit the symmetry of the problem. For the map (C.7.3), find the analytical expression for the principal bifurcation curves. Does the saddle-node bifurcation here precede the appearance of the Lorenz attractor (i.e. can chaos “emerge through the intermittence”)? Vary $A$ from positive to negative values. Examine the piece-wise linear map with $A > 1$, and determine the critical value of $A$, after which the Lorenz attractor emerges.

Another codimension-two homoclinic bifurcation in the Shimizu-Morioka model occurs at $(a \simeq 0.605, b \simeq 0.549)$ on the curve $H_2$ corresponding to the double homoclinic loops. At this point, the separatrix value $A$ vanishes and the loops become twisted, i.e. we run into inclination-flip bifurcation [see Figs. 13.4.8 and C.7.11]. The geometry of the local two-dimensional Poincaré map is shown in Fig. 13.4.5 and 13.4.6. To find out what our case corresponds to in terms of the classification in Sec. 13.6, we need also to determine the saddle index $\nu$ at this point. Again, as in the case of a homoclinic loop to the saddle-focus, it is very crucial to determine whether $\nu < 1/2$ or $\nu > 1/2$. Simple calculation shows that $\nu > 1/2$ for the given parameter values. Therefore,
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the bifurcation unfolding for each of the homoclinic loops in the butterfly
is the same as in Sec. 13.6. The following four bifurcation curves originate
from such a point. They correspond to a saddle-node bifurcation (labeled
“+1” in Fig. C.7.7), the period doubling (“−1”), and to two curves of the
doubled separatrix loops (these curves end up spiraling to \( T \)-points in the
(a, b)-plane). The dashed curve in the (a, b)-plane corresponds to the \( A = 0 \)-axis in the bifurcation diagram in Fig. 13.6.4. Above this curve all homoclinic
loops of the origin are orientable, and they are twisted below it. At each
point of intersection of the curve \( A = 0 \) and a homoclinic bifurcation curve the
structures of the bifurcation sets are similar, unless \( \nu < 1/2 \). The importance
of this ratio becomes evident upon studying the one-dimensional Poincaré map

\[
\bar{x} = (\mu + A|x|^\nu + |x|^{\gamma}) \text{sign}(x),
\]

where \(|\mu, A| \ll 1\), \(\nu = |\lambda_2|/\lambda_1\), and \(\gamma = \max\{2\lambda_2, \lambda_3\}/\lambda_1\); here \(\lambda_{1,2}\) are, respectively, the leading unstable and stable characteristic exponents at the
saddle, and \(\lambda_3\) is a non-leading stable characteristic exponent.

When \(A = 0\), the stability of the trajectories of the above map is determined
by the third term. It is clear that depending on \(\gamma\), the map for the parameter
values on the curve \(A = 0\) may be either a contraction if \(\gamma > 1\), or an expansion
if \(\gamma < 1\). Assuming \(2\lambda_2 > \lambda_3\), the condition on \(\gamma\) reduces to either
\(\nu < 1/2\) or \(\nu > 1/2\). Thus, it is not hard to see that the map may have the form shown
in Fig. C.7.8(a) at \(\nu < 1/2\) and in Fig. C.7.8(h) at \(\nu > 1/2\). If \(\nu < 1/2\), there
can be no stable points for zero values of \(A\).

The structure of the bifurcation set of the truncated map (without the
term \(|x|^{\gamma}\)) with \(1/2 < \nu < 1\) and \(A > 0\) is the same as in the above resonant
case \(\nu = 1\). The case \(A < 0\) is presented in Fig. C.7.12(a)–(c). The reader is
challenged to examine the bifurcations in this map. The feature of the case
\(A < 0\) is that the map may have an invariant attracting interval, which is
mapped onto itself (Fig. C.7.12(c)). We can identify the chaotic behavior on
this interval with a “non-orientable Lorenz attractor” [127, 129].

In terms of the flow, this means that for the parameter values from an
exponentially narrow region in the parameter space, which adjoins to the point
\(A = 0\) on \(H8\) from the side of \(A < 0\), there exists a Lorenz-like attractor
containing infinitely many saddle periodic orbits whose stable and unstable
manifolds are homeomorphic to a Mōbius band.

The one-dimensional map (C.7.4) has, when \(A < 0\), a parabola-like graph
shown in Fig. C.7.12(d)–(f). Obviously, one should foresee the period-doubling
Fig. C.7.12. Transformations of the map (C.7.4) near $A \leq 0$.

Fig. C.7.13. Homoclinic doubling cascade in the Shimizu-Morioka model, as the parameter $a$ varies ($b = 0.40$). Using the shooting approach, find the corresponding values of parameter $a$. 
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Cascades (Figs. C.7.12(c) and C.7.11(e)) similar to those that appear in the study of the purely quadratic map in Sec. C.11. The contrast is the infinite derivative at the discontinuity point that guarantees strong expansion near the origin.

The period-doubling cascade is closely related here to the homoclinic doubling cascade [71, 120, 126], see Fig. C.7.13.

The two-dimensional map has the shape of a distinguishable “hook” for the parameter values along the curve $H_8$ in the region $A < 0$, as shown in Fig. C.7.10. In fact, this observation suggests the simplest recipe for computing the orientation of the homoclinic loop; namely, having chosen a point on the cross-section close to the stable manifold and computing the corresponding trajectory, one verifies if the initial and the final points of the trajectory lie on the same side from $W^s$ on the cross-section. If this is the case, then $A > 0$, and $A < 0$ otherwise. The initial point should be reasonably close to $W^s$ because when $A$ changes its sign one more time and becomes positive again, the loop becomes twice twisted and so forth. Figure C.7.7 shows two such secondary bifurcation curves which originate from the point $A = 0$ and end up spiraling to two $T$-points in the $(a, b)$-parameter plane (examine the fine structure of $T$-point in [35, 174]). Such codimension-two point (approximately $a \simeq 0.781, b \simeq 0.39$ in Fig. C.7.7) corresponds to a heteroclinic cycle involving the saddle at the origin and the non-trivial saddle-foci. It follows from [35] that near the primary $T$-point there is an accumulating series of similar ones that lie within a sector bounded by the bifurcation curves corresponding to homoclinics and heteroclinics to these saddle-foci. This, in part, explains why the separatrix value $A$ alters its sign here, and as a result, the loops change orientation (remember the 2D Poincaré map near a saddle-focus).

Assume there is a homoclinic loop to a saddle-focus in the Shimizu-Morioka model (like a $T$-point). Without computing the characteristic exponent of the saddle-focus, what can we say about the local structure: is it trivial (one periodic orbit), or complex (infinitely many periodic orbits)?

The classical Lorenz equation

\[
\begin{align*}
\dot{x} &= -\sigma(x - y), \\
\dot{y} &= rx - y - xz, \\
\dot{z} &= -\frac{8}{3}z + xy.
\end{align*}
\]
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Fig. C.7.14. Famous path to the Lorenz attractor. The T-point is located at \((r \simeq 30.4, \sigma \simeq 10.2, b = 8/3)\).

A fragment of its \((r, \sigma)\) bifurcation diagram is shown in Fig. C.7.14. Detect the points where the path \(\sigma = 10\) intersect the curve HB of the homoclinic butterfly and the curve LA on which the one-dimensional separatrices of the saddle tend to the saddle periodic orbits. Find the point on the curve LA above which the Lorenz attractor does not arise upon crossing LA towards larger values of \(r\). The dashed line passing through the T-point in Fig. C.7.14 corresponds to the moment of the creation of the hooks in the two-dimensional Poincaré map when the separatrix value varishes: \(A = 0\) (see discussion on the Shimizu-Morioka model).

We have seen that homoclinic bifurcations in symmetric systems have much in common. Let us describe next the universal scenario of the formation of a homoclinic loop to a saddle-focus in a “typical” system. In particular, this mechanism works adequately in the Rössler model, in the new Lorenz models, in the normal form (C.2.27), and many others.
The first step on the route to such a homoclinic bifurcation is a super-critical Andronov-Hopf bifurcation: the stable equilibrium state loses its stability and becomes a saddle-focus. The edge of its two-dimensional unstable manifold is the new-born stable periodic orbit. Next, let a real leading multiplier of the stable periodic orbit coalesce with the other one after which they become a complex conjugate pair remaining inside the unit circle. Then, the unstable manifold of the saddle-focus starts winding to the stable periodic orbit thereby forming an attractive “cup” or “a whirlpool”, as shown in Fig. C.7.15. As a parameter of the system varies further, the sizes of the scrolls increase, and eventually the unstable manifold of the saddle-focus touches its stable manifold. Usually, this homoclinic bifurcation follows the preceding stability-loss bifurcations of the periodic orbit via either a flip- or a torus-bifurcation. Moreover, if the saddle value is positive at the saddle-focus, then the whirlpool will contain an attracting set of non-trivial structure.

Let us visualize these steps using the example of the new Lorenz model [128]

\[
\begin{align*}
\dot{x} &= -y^2 - z^2 - ax + aF, \\
\dot{y} &= xy - bxz - y + G, \\
\dot{z} &= bxy + xz - z,
\end{align*}
\]

where \((F, G)\) are control parameters and \((a = 1/4, b = 4.0)\) (see Fig. C.7.16).

The new Lorenz model is very rich in the sense of bifurcations. One of them is a non-transverse homoclinic saddle-node bifurcation. In Sec. C.2, we have
already found the regular saddle-node bifurcation curve SN. Figure C.7.17 is the enlargement of the bifurcation diagram of the system near the upper branch of SN, compare with Figs. C.6.10 and C.2.4. This branch corresponds to a structurally unstable equilibrium state with one zero characteristic exponent, the other two have a negative real part. To the left of SN, this critical equilibrium disappears, whereas to the right of SN it splits into two: a stable one and a saddle-focus (2,1). The curve $H_1$ corresponds to the homoclinic loop of the saddle-focus. The points where $H_1$ merges with $SN$ correspond to the non-transverse homoclinic saddle-node bifurcations of codimension two.
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At such a point the unstable manifold of the saddle-node returns to the equilibrium state along the strongly stable manifold. The rest of the curve $SN$ is a bifurcation surface of codimension-one broken by these points into alternating intervals of two types. Bifurcation sequences on the route from the right to the left over these intervals differ significantly. In the first case, this is a plain saddle-node bifurcation: two equilibrium states coalesce and vanish. A point on the second type segments corresponds to the saddle-node equilibrium state with a homoclinic orbit which becomes an attractive limit cycle after the saddle-node point disappears on the left of $SN$. It is curious to note that this bifurcation sequence is reversible: having crossed over $SN$ from the left to the right, the stability of the periodic orbit returns to the attractive equilibrium state. In this connection, see the discussion on “safe” and “dangerous” bifurcations in Chap. 14.

Let us complete this section by an illustration corresponding to the homoclinic butterfly of the saddle-focus in the four-dimensional case. Let us consider
Fig. C.7.18. Homoclinic explosion caused by a homoclinic butterfly to a saddle-focus in system (C.7.7) at $a = 2, b = 0.5, \mu = 1.2$.

A four-dimensional perturbation of the Lorenz equation
\[\begin{align*}
\dot{x} &= -10(x - y), \\
\dot{y} &= rx - y - xz, \\
\dot{z} &= -\frac{8}{3}z + \mu w + xy, \\
\dot{w} &= -\frac{8}{3}w - \mu z,
\end{align*}\]
and that of the Shimizu-Morioka model
\[\begin{align*}
\dot{x} &= y, \\
\dot{y} &= ay + x - xz, \\
\dot{z} &= w, \\
\dot{w} &= bw - \mu z + x^2,
\end{align*}\]  \hspace{1cm} (C.7.7)

where a new parameter $\mu \geq 0$ is introduced so that the saddle equilibrium state at the origin restricted to the $(z, w)$-subspace becomes a stable focus.
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Find the stable, strongly stable and unstable linear subspaces of the equilibria at the origin. Detect numerically the primary homoclinic loops to the origin ($\mu = 0$ is a good initial guess). Classify them in terms of a homoclinic butterfly or a figure-eight. What are the first and the second saddle values at homoclinic bifurcations? What can you say about the dimensions of the stable and unstable manifolds of the periodic orbits that appear through a homoclinic explosion in both models? Construct the Poincaré maps.