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Abstract—A typical microarray gene expression dataset is usually both extremely sparse and imbalanced. To select multiple highly informative gene subsets for cancer classification and diagnosis, a new Fuzzy Granular Support Vector Machine—Recursive Feature Elimination (FGSVM-RFE) algorithm is designed in this paper. As a hybrid algorithm of statistical learning, fuzzy clustering, and granular computing, the FGSVM-RFE separately eliminates irrelevant, redundant, or noisy genes in different granules at different stages and selects highly informative genes with potentially different biological functions in balance. Empirical studies on three public datasets demonstrate that the FGSVM-RFE outperforms state-of-the-art approaches. Moreover, the FGSVM-RFE can extract multiple gene subsets on each of which a classifier can be modeled with 100% accuracy. Specifically, the independent testing accuracy for the prostate cancer dataset is significantly improved. The previous best result is 86% with 16 genes and our best result is 100% with only eight genes. The identified genes are annotated by Onto-Express to be biologically meaningful.

Index Terms—Cancer classification, fuzzy C-means clustering, gene selection, granular computing, microarray gene expression data analysis, recursive feature elimination (RFE), relevance index (RI), support vector machines (SVMs).

I. INTRODUCTION

Gene expression microarrays (including the cDNA microarray and the GeneChip) have been developed as a powerful technology for functional genetics studies that simultaneously measures the mRNA expression levels of thousands to tens of thousands of genes. A typical microarray expression experiment monitors the expression level of each gene multiple times under different conditions or in different phenotypes. For example, a comparison can be made between a healthy tissue and a cancerous tissue, or a tissue of one kind of cancer versus that of another. By collecting such huge gene expression datasets, it opens the possibility to distinguish phenotypes and to identify disease-related genes whose expression patterns are excellent diagnostic indicators [1].

One of the goals of microarray data analysis is cancer classification. For example, one well-known challenge using gene expression microarray data is to distinguish between two variants of leukemia, acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL) [2]. The AML/ALL challenge can be modeled as a binary classification problem. If a sample is ALL, it is classified as negative or −1, otherwise it is positive or 1. This strategy can be applied to many other microarray datasets.

A typical microarray gene expression dataset is extremely “sparse” in the sense that the dataset usually comes with only dozens of tissue samples but with thousands or even tens of thousands of gene features. In a high-dimensional space with each gene feature as one dimension, we can only find a few of points that represent the tissue samples. This extreme sparseness is believed to significantly deteriorate the performance of cancer classification. As a result, the ability to extract informative genes while removing irrelevant or redundant genes is crucial for accurate classification. Furthermore, it is also helpful for biologists to find the inherent cancer-causing mechanism, and hence to develop better diagnostic methods or find better therapeutic treatments [2], [3].

As a brief summary, there are two related challenging tasks for data mining and bioinformatics scientists.

1) Gene Subset Extraction: Given some tissues, extract cancer-related genes while removing irrelevant or redundant genes. Biologically, genes are expected to regulate cancers in complex and non-independent ways. As a result, it is more desirable to extract cancer-related genes together as a group than to extract them one by one.

2) Cancer Classification: Given a new tissue, predict if it is healthy or not; or categorize it into a correct class.

The rest of the paper is organized as follows. In Section II, a brief review is given for current computational methods in this field. After that, the new FGSVM-RFE algorithm is presented in Section III. Sections IV and V evaluate the performance of FGSVM-RFE on three public microarray gene expression datasets. Finally, Section VI discusses and concludes the paper.

II. BACKGROUND AND RELATED WORK

A. SVM for Cancer Classification

Based on [3], a support vector machine (SVM) is adopted for cancer classification in this paper. SVM is a new-generation...
learning system based on recent advances in statistical learning theory [4]. Due to extreme sparseness of microarray gene expression data, the dimension of input space is already high enough so that the cancer classification is already as simple as a linear separable task [3]. It is unnecessary and even useless to transfer it to a higher implicit feature space with a nonlinear kernel. As a result, in this paper, we adopt the linear kernel as shown in (1) as the cancer classifier

$$K(x_1, x_2) = \langle x_1, x_2 \rangle$$

(1)

where \(x_1\) and \(x_2\) are points in a \(d\)-dimensional Euclidian space, and \(\langle x_1, x_2 \rangle\) denotes the inner product of \(x_1\) and \(x_2\).

For a linear kernel SVM, the margin width is \(2/\|w\|\), where \(w\) can be calculated by

$$w = \sum_{i=1}^{N_s} \alpha_i y_i x_i$$

(2)

where \(N_s\) is the number of support vectors, which are the training samples with \(0 < \alpha_i \leq C\). Note that \(C\) is a “regulation parameter” used to tradeoff the training accuracy and model complexity so that a superior generalization capability can be achieved. SVM is believed to be a superior model for sparse classification problems compared to other models. However, the sparseness of microarray data is so extreme that even an SVM classifier is unable to achieve a satisfactory performance. A preprocessing step for gene selection can help for a more reliable classification. Currently, there are mainly two kinds of gene selection algorithms: correlation-based gene ranking algorithms and backward elimination algorithms.

### B. S2N for Gene Selection

Correlation-based feature ranking algorithms work in a forward selection way by ranking genes individually in terms of a correlation-based metric, and then, the top-ranked genes are selected to form the most informative gene subset. Signal-to-noise (S2N) [5], as shown in (3), is one of the most popular correlation-based ranking metrics

$$w_i = \frac{|\mu_i(+) - \mu_i(-)|}{(\delta_i(+) + \delta_i(-))}$$

(3)

where \(\mu_i(+)\) and \(\mu_i(-)\) are the mean values of the \(i\)th gene’s expression data over positive and negative samples in the training dataset, respectively. \(\delta_i(+)\) and \(\delta_i(-)\) are the corresponding standard deviations. A larger \(w_i\) means that the \(i\)th gene is more informative for cancer classification. The S2N algorithm, as well as other similar algorithms, is straightforward to understand and works efficiently. However, a common drawback is that these algorithms implicitly assume that genes are orthogonal to each other, and thus, can only detect relations between class labels and a single gene. The mutual information such as redundancy or complementariness among multiple genes cannot be detected.

### C. SVM-RFE for Gene Selection

On the other hand, backward elimination algorithms iteratively remove one “least important” gene at one time. Then, the remaining genes are ranked again. Recently, backward elimination algorithms have achieved notable performance improvement over the previous methods [3], [6]. The reason of the good performance of backward elimination algorithms is that they do not make the orthogonality assumption, and thus, can consider multiple gene features simultaneously. However, backward elimination algorithms rank all remaining genes in one list. In this paper, we find that a microarray gene expression dataset is usually (highly) imbalanced between genes with potentially different biological functions. If genes for one specific function are scarce, all of them may be low-ranked in the list, and hence eliminated. This may induce information loss.

One well-known backward elimination algorithm is the support vector machine—recursive feature elimination algorithm (SVM-RFE) [3]. In SVM-RFE, the removed gene should change the objective function \(J\) in (4) least

$$J = \|w\|^2 / 2$$

(4)

where \(w\) is calculated by (2), because a linear SVM is used.

The optimal brain damage (OBD) algorithm [7] approximates the change of \(J\) by removing the \(i\)th gene by expanding \(J\) in Taylor series to the second-order

$$\Delta J(i) = \frac{\partial J}{\partial w_i} \Delta w_i + \frac{\partial^2 J}{\partial w_i^2} (\Delta w_i)^2.$$  

(5)

At the optimum of \(J\), the first order is neglected and the second order becomes

$$\Delta J(i) = (\Delta w_i)^2.$$  

(6)

Because removing the \(i\)th gene means \(\Delta w_i = w_i\), we can adopt \(w_i^2\) as the ranking criteria. The gene with the smallest \(w_i^2\) has the smallest effect on classification, and hence is removed. In practice, more than one gene could be removed in one step. A parameter \(f\) decides how many genes are removed in one step. If \(0 < f < 1\), a fraction of \(f\) bottom-ranked genes is removed at each step. If \(f = -1\), only one gene is removed. In each step, a new linear SVM is trained in a smaller feature space, and thus, each remaining gene is assigned a new weight \(w_i^2\) to be ranked again. This process is repeated until the predefined number of features remain. The SVM-RFE with \(f = -1\) is the most time-consuming because maximum steps are needed in this case.

### III. FGSVM-RFE ALGORITHM FOR GENE SELECTION

The FGSVM-RFE is based on principles of granular computing [8]–[10]. It works in three stages. At the first stage, two relevance index (RI) metrics are proposed to eliminate most irrelevant genes and to “rebalance” distribution between positive-related genes and negative-related genes. At the second stage, the remaining genes are recursively grouped into different function granules by the fuzzy C-means clustering algorithm (FCM) [11]. As a result, redundant genes can be eliminated based on SVM ranking in each function granule. Furthermore, informative genes in different function granules can be extracted in balance. Finally, one more SVM-based ranking is executed to finely select the final informative gene subset.
gene selection and supervised classification with the cancer being studied, respectively. The negative and the negative correlation and the positive correlation of a gene and (8) define the negative RI and the positive RI to measure

A similar idea is used as the first step of the FGSVM-RFE. A cluster in [12] to ease an unsupervised clustering process.

A. Relevance Index

The “RI” was used to measure the relevance of a feature to a cluster in [12] to ease an unsupervised clustering process. A similar idea is used as the first step of the FGSVM-RFE. Because a gene may be negative-related or positive-related, (7) and (8) define the negative RI and the positive RI to measure the negative correlation and the positive correlation of a gene with the cancer being studied, respectively. The negative and positive RI metrics are used to prefilter most of the irrelevant genes and to rebalance gene distribution to ease the following gene selection and supervised classification

\[ R_{i-} = 1 - \frac{\lambda_i^2}{\lambda_i^2 - \lambda_i^2} \]  
\[ R_{i+} = 1 - \frac{\lambda_i^2}{\lambda_i^2 + \lambda_i^2} \]

where \( \lambda_i^2 \), \( \lambda_i^2 - \lambda_i^2 \), and \( \lambda_i^2 + \lambda_i^2 \) are the variances of the projected values on the \( i \)th gene of the whole training samples, the negative training samples, and the positive training samples, respectively.

For example, gene X1 in Fig. 1 is positive-related because the local variance among positive samples is much smaller than the global variance on the whole samples. Notice that a circle denotes a positive sample and a diamond denotes a negative sample. Similarly, gene X2 is negative-related, gene X3 is both negative-related and positive-related, and gene X4 can be viewed as an “irrelevant” gene in that it is neither negative-related nor positive-related. Notice also that variance and the direction of regulation are independent. For example, gene X2 would still be negative-related if the diamonds were on the right side (higher expression than the mean).

To apply RI metrics for gene selection, a negative filtering threshold \( \alpha_- \in [0,1) \) and a positive filtering threshold \( \alpha_+ \in [0,1) \) need to be decided. The \( i \)th gene is “negative-related” if \( R_{i-} \geq \alpha_- \) because the projections of the negative samples are closer than the projections of the whole samples on the \( i \)th gene. Similarly, it is “positive-related” if \( R_{i+} \geq \alpha_+ \). If \( R_{i-} < \alpha_- \) and \( R_{i+} < \alpha_+ \), it is “irrelevant.” A gene may be both negative-related and positive-related. These two filtering thresholds should be selected carefully. First, the thresholds can not be too large; otherwise, information loss may happen because some cancer-related genes may be eliminated by mistake. Second, negative-related genes and positive-related genes should be selected in balance; otherwise, the minor genes may be totally eliminated to result in performance degradation, especially when negative-related genes and positive-related genes are significantly imbalanced in the original dataset.

B. Fuzzy C-Means Clustering

RI alone cannot extract good gene subsets. The shortcoming of RI is that it assumes the independence between different genes. As we know, the assumption is not true for microarray gene expression data. If the filtering thresholds are too large, many informative genes may be unfortunately eliminated.

Genes functioning similarly might have similar patterns of expression. As a result, if genes with similar expression patterns are grouped together into clusters, a few typical genes in a cluster may be selected and other genes in the cluster may be safely eliminated without significant information loss. On the other hand, an informative gene may contribute to cancer classification with multiple biological functions. By being clustered into multiple function granules, the informative gene may be ranked low in some granules but ranked high in other granules, and hence gains more opportunities to be extracted. Therefore, after the prefiltering by RI metrics, the FCM is adopted to group genes into different function clusters. Another potential advantage with this fuzzy clustering is that genes regulating cancers in different ways can be extracted in balance.

For gene selection, first the expression data matrix is transposed so that each gene is a row and each tissue is a column. And then, the FCM groups genes into \( K \) clusters with centers \( c_1, \ldots, c_{c_1}, \ldots, c_K \) in the training tissue samples space. FCM assigns a real-valued vector \( U_i = \{\mu_{i1}, \ldots, \mu_{ik}, \ldots, \mu_{iK}\} \) to each gene. \( \mu_k \in [0,1] \) is the membership value of the \( i \)th gene in the \( k \)th cluster. Initially, the centers are randomly decided and every \( \mu_{ki} = 1/k \). The larger membership value indicates the stronger association of the gene to the cluster. Membership vector values \( \mu_{ki} \) and cluster centers \( c_k \) can be obtained by minimizing

\[ J(K, m) = \sum_{k=1}^{K} \sum_{i=1}^{N} \mu_{ki}^m d^2(x_i, c_k) \]

\[ d^2(x_i, c_k) = (x_i - c_k)^T A_k(x_i - c_k) \]

\[ \sum_{k=1}^{K} \mu_{ki} = 1, 0 < \sum_{i=1}^{N} \mu_{ki} < N. \]

In (9), \( K \) and \( N \) are the number of clusters and the number of genes, respectively. \( m > 1 \) is used to control the “fuzziness” of the resulting clusters, \( \mu_{ki} \) is the degree of membership of the \( i \)th gene in the \( k \)th cluster, and \( d^2(x_i, c_k) \) is the square of distance from the \( i \)th gene to the center of the \( k \)th cluster. In (10), \( 1 \leq k \leq K \) and \( 1 \leq i \leq N \), and \( A_k \) is a symmetric and positive definite matrix. In this paper, we use the identity matrix as \( A_k \) so that \( d^2(x_i, c_k) \) corresponds to the square of the Euclidian distance. Equation (11) indicates that empty clusters are not allowed. Please refer to [11] for more details about the FCM. An informative gene may not be “crisply” negative-related/positive-related, but may regulate two classes to different extents. And hence, a finer granularity than binary split is needed. On the other hand, it is expensive for gene ranking if too many clusters
are generated. In the second stage of the FGSVM-RFE, genes are roughly grouped into five granules. In each step, clusters are recombined after gene reduction, and then, the genes are reclustered. Our empirical studies demonstrate that highly informative gene subsets can be extracted with this process.

C. FGSVM-RFE for Gene Selection

One of our contributions to this gene selection task is to propose categorizing genes into the following four groups and deal with each group separately:

1) informative genes, which are essential for cancer classification and cancer diagnosis;
2) redundant genes, which may also be helpful for cancer classification but some informative genes regulate cancers similarly but more significantly;
3) irrelevant genes, which are not cancer-related
4) noisy genes, which are not cancer-related but they have negative effects on cancer classification.

Usually, for gene selection, the first step is to rank genes, and then, a small subset of top-ranked genes is selected. Therefore, an ideal algorithm should rank the first group of genes close to the top while ranking the last three groups of genes close to the bottom. However, it is difficult to achieve an ideal ranking. First, the inherent cancer-related factors are very likely mixed with other noncancer-related but biological-experiment-related factors for classification. Second, some biological-experiment-related factors may even have more significant effects on classifying the training dataset. It is actually the notorious “overfitting” problem. It is even worse when the training dataset is too small to embody the inherent cancer-related data distribution, which is common for microarray gene expression data analysis. We believe that noisy genes of the fourth group play the key role to hide the inherent cancer-related distribution and to confuse a classifier. Briefly, to say, a noisy gene may have three kinds of negative effects on cancer classification.

1) A noisy gene may discriminate the training samples by some biological-experiment-related factors so that the noise gene is ranked high.
2) A noisy gene or a group of noisy genes may be complementary to some redundant or irrelevant genes so that these redundant or irrelevant genes are ranked high.
3) A noisy gene or a group of noisy genes may conflict with some informative genes so that these informative genes are ranked low.

As a result, the inherent cancer-related distribution is blurred by noise to induce information loss in the process of gene selection. Furthermore, imbalanced gene distribution may also induce information loss as analyzed earlier.

As a result, the inherent cancer-related distribution is blurred by noise to induce information loss in the process of gene selection. Furthermore, imbalanced gene distribution may also induce information loss as analyzed earlier.

The new FGSVM-RFE algorithm is designed to extract highly informative gene subsets by decreasing information loss. It works in three stages. Fig. 2 shows a sketch of FGSVM-RFE. At the first stage, genes are coarsely grouped into “relevant granule” and “irrelevant granule” based on RI metrics. The relevant granule consists of negative-related genes and positive-related genes, while the irrelevant granule is comprised of irrelevant genes with both small $R_{i+}$ value and small $R_{i-}$ value. Only genes in the relevant granule survive for the following stages. As a result, we can avoid highly ranking irrelevant genes due to undesirable correlations between them and noisy genes. This prefiltering process can dramatically decrease the number of candidate genes on which FCM works. Therefore, it can improve both the effectiveness and the efficiency of the following stages of FGSVM-RFE.

At the second stage, in each step, the survived genes are clustered by the FCM into five function granules based on their expression patterns. In each function granule, a linear SVM is modeled to rank genes, as shown in (4)–(6). The lower-ranked genes are removed as redundant genes and the higher-ranked genes are selected as new survived genes. And then, all survived genes in these function granules are disjunctively combined into the next step. This process is repeated until the number of survived genes is less than or equal to a prespecified threshold $N_{mp}$. As a result, we can decrease noise between redundant genes and noisy genes. Furthermore, due to complex correlations among genes, the similarity is by no means a “crisp” concept. The FCM deals with that by assigning a gene into several clusters with different membership values. Therefore, a really informative gene is more likely to survive.
At the third stage, because most of irrelevant and redundant genes have been removed, one more SVM-based ranking is executed to finely select the final “most informative” gene subsets. Similar to [3], SVMs modeled on these final gene subsets are used for cancer classification.

IV. Experiment Design

A. Datasets and Experimental Environment

Table I lists characteristics of three datasets used in the experiments. All datasets are available at http://sdmc.lit.org.sg/GEDatasets/Datasets.html. The original data sources are also referred to in Table I. The experiments are carried out on a machine with a Pentium M CPU at 1.73 GHz and 1 GB of memory. The software is based on the OSU SVM Classifier Matlab Toolbox (available at http://www.ece.osu.edu/maj/osu_svm/), which implements a Matlab interface to LIBSVM (available at http://www.csie.ntu.edu.tw/cjlin/libsvm).

B. Data Modeling

In a similar way to the treatment by Golub et al. [2], the original dataset is simply normalized by decreasing the mean of the corresponding gene vector from each gene’s expression data and then dividing by the corresponding standard deviation. As a result, each gene vector has a mean of 0 and a standard deviation of 1. To avoid overfitting, the mean and standard deviation are calculated by using the training dataset. If leave-one-out cross-validation (LOOCV) is used, the validation samples are kept out from calculating these two values.

LOOCV leaves out a single sample of the data, builds a classifier on the remaining samples, and then, evaluates classification performance on the test sample. This step is repeated for each sample to obtain the aggregated classification performance.

As the stopping criterion of the FCM, the maximal iteration number is 100, and the minimal improvement \( \epsilon = 10^{-5} \). The “fuzziness degree” \( m = 1.15 \) so that each gene has strong association with two clusters [13]. In the second stage of the FG SVM-RFE, at each step, the survived genes are grouped into five function granules, in each of which a linear SVM with \( C = 1 \) is modeled for gene ranking and 50% lower-ranked genes are removed \( (f = 0.5) \), and then, all of the five subsets of survived genes are disjunctively combined for reclustering in the next step.

Notice in each step, the fuzzy membership values are defuzzified in such a way that a gene is always assigned into two granules with the top two largest membership values. The assumption is that different gene function groups are clustered based on their expression strengths. Some genes whose expression strengths are between two groups may be better to be clustered into the two groups at the same time. In this way, each gene has two opportunities to be extracted.

This process is repeated until the number of survived genes is less than or equal to \( N_{mp} \). The value of \( N_{mp} \) depends on the practical utilities of the extracted gene subset. A small gene subset is desirable for further biological study; on the other hand, it may result in information loss if too many genes are discarded in the second stage. We select \( N_{mp} = 64 \) here. At the third stage, a linear SVM is modeled for ranking all survived genes and only one gene is removed in each step \( (f = -1) \). As a result, nested gene subsets from (at most) 64 genes to 1 gene are extracted.

Due to page limit, we only report the experimental results on the prostate cancer dataset. Please refer http://tinman.cs.gsu.edu/cscyntx/fgsvm_full.pdf for results on two other datasets.

V. Prostate Cancer Data

A. Data Description

The prostate cancer dataset is used for tumor versus normal classification. The training dataset, from http://www-genome.wi.mit.edu/mpc/prostate, consists of 102 prostate samples (52 with tumors and 50 without tumors); while the testing dataset, from http://carrier.gnf.org/welsh/prostate/, has 34 samples (25 with tumors and 9 without tumors). These two datasets are prepared under different biological experimental contexts. There is a nearly 10-fold difference in overall microarray intensity between them (not i.i.d.). The 12 600 features correspond to some normalized gene expression values extracted from the microarray image.

Here, negatives are defined to be tumor samples, while positives are normal prostate samples without tumor. The genes distribution in the prostate cancer dataset is highly imbalanced between negative-related genes and positive-related genes. If \( \alpha_+ = \alpha_- = 0.5 \), 4761 negative-related genes and only 110 positive-related genes are selected. To alleviate the imbalance, \( \alpha_- = 0.75 \) and \( \alpha_+ = 0.5 \) are used to select 721 negative-related genes and 110 positive-related genes. There is no overlapping between positive-related genes and negative-related genes.

B. Result Analysis

We run FG SVM-RFE 20 times. For each run, the “best” performance on nested gene subsets from (at most) 64 genes to 1 gene is reported. Under different validation heuristics, the best performance may be observed at different numbers of genes. As it is more reliable as explained earlier, the gene subset with the highest LOOCV accuracy on the original training dataset is reported. If there is a tie, the gene subset with the highest prediction accuracy on the original testing dataset is reported. Averaged on 20 runs, the FG SVM-RFE can find a gene subset with 99.71% testing accuracy with at most ten genes.

The FG SVM-RFE extracts three gene subsets with 100% LOOCV accuracy on the original training dataset and also 100% prediction accuracy on the testing dataset, which are reported in

---

### Table I

<table>
<thead>
<tr>
<th>Dataset</th>
<th>genotypes</th>
<th>samples</th>
<th>neg : pos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate cancer</td>
<td>training</td>
<td>[13]</td>
<td>12600</td>
</tr>
</tbody>
</table>

---

**NOTES:**

- The FGSVM-RFE extracts three gene subsets with 100% classification performance on the test sample. This step is repeated for each dataset.
- Under different validation heuristics, the best performance may be observed at different numbers of genes. The FGSVM-RFE extracts three gene subsets with 100% LOOCV accuracy on the original training dataset and also 100% prediction accuracy on the testing dataset, which are reported in...
Table II. In each cell, the accuracy is followed by the number of genes.

With LOOCV on the training dataset and then prediction on the testing dataset, we observe obvious performance improvements. Tan et al. reported 73.53% testing accuracy with 3071 genes [14]. Singh et al. reported 90% validation accuracy with four or more genes and 86% testing accuracy with 16 genes [15]. Yang et al. reported a 95.1% validation accuracy with eight genes [16]. The FGSVM-RFE generates higher classification accuracy than all of them.

Table III reports the highly informative gene subset with eight genes, on which a linear SVM can be modeled with 100% LOOCV accuracy on the training dataset and also 100% testing performance is reported. Three metrics, accuracy (acc), true-negative rate (tnr), true-positive rate (tpr), are reported for each algorithm. The LOOCV on the training dataset is used for modeling and the corresponding metrics from the FGSVM-RFE as two new methods are compared to the FGSVM-RFE. The LOOCV on the training dataset is used for modeling and the corresponding LOOCV on the training dataset and then prediction on the testing dataset is used for testing performance.

To show the contribution of each component in the FGSVM-RFE, we conduct another group of experiments. As a typical correlation-based metric, signal to noise (S2N) [5] is used as a "finest granulation" method in the sense that each gene forms a small granule independently. Similarly, the SVM-RFE [3] is a "coarsest granulation" method because all genes form only one granule and implicitly assume that all genes regulate cancers to be cancer-related, it is the first time they are reported to coregulate prostate cancer in the same subset. As such, it may be more helpful to detect a coregulation network. For example, genes in the same subset may regulate prostate cancer from the same pathway or with similar/complementary functions.

VI. DISCUSSION AND CONCLUSION

A. Discussion

As mentioned earlier, the FGSVM-RFE embeds three assumptions into the gene selection process. First, the RI metrics are assumed to be useful to remove irrelevant genes and corresponding noises. Second, recursive FCM is assumed to be useful to remove redundant genes and corresponding noises. Third, both RI metrics and recursive FCM are useful to select genes from different function groups in balance. The superior performance of the FGSVM-RFE on the three datasets verifies these assumptions.

As Onto-Express (http://vortex.cs.wayne.edu) is a novel tool to automatically translate a list of differentially regulated genes into functional profiles and to characterize the condition impact [17], it is used to analyze the identified gene subsets. A set of 31 genes, which is formed by disjunctively combining the three highly informative gene subsets, is submitted to Onto-Express using the initial pool of 12 600 genes as the reference set. As suggested by [17], the hypergeometric distribution is adopted to calculate p-value for each gene ontology (GO) term and the false discovery rate (FDR) is used for p-value correction. We concentrate on all three primary GO categories including biological processes, molecular functions, and cellular components that are significant at 5% (p < 0.05). Seven of eight genes in Table III, or 22 of 31 genes in all, are annotated by Onto-Express with significant biological functions. In the second column of Table III, a gene is superscripted by a B if it is significantly related to some biological process. Similarly, C means cellular component, and M means molecular function. It demonstrates that many identified genes can quickly be assigned biological meanings with Onto-Express.

In a gene regulation network, different gene subsets may regulate cancer in different ways. As a result, the three 100% accurate gene subsets are expected to provide better understanding for the cancer by decreasing information loss. Moreover, genes that survive in multiple subsets deserve higher priority for further cancer study. Although some genes have been already reported to be cancer-related, it is the first time they are reported to coregulate prostate cancer in the same subset. As such, it may be more helpful to detect a coregulation network. For example, genes in the same subset may regulate prostate cancer from the same pathway or with similar/complementary functions.
proves that both of them are useful to select informative genes from noninformative genes.

Under the principle of granular computing, a better granularity is likely to stay between these two granulation extremes to further decrease information loss while removing noises. Guided by the assumptions, the FGSVM-RFE is designed and achieves better performance than S2N and SVM-RFE. The experiments also demonstrate that, without removing irrelevant genes or without removing redundant genes, either FSVM-RFE or RFSVM-RFE performs worse than FGSVM-RFE.

Furthermore, gene distribution between negative-related and positive-related or among multiple function groups may be not balanced on the original dataset. Our granulation method is also useful to pick up more informative genes by “rebalancing” the distribution in the process of gene selection. With recursive fuzzy granulation, minor genes may form a “pure” granule so that at least some of them can be extracted. The balance ability is demonstrated to be critical for the superior performance of FGSVM-RFE. As shown in Table IV, every method except the FGSVM-RFE is imbalanced in that it is prone to the positive (higher tpr) or the negative (higher tnr).

We also compare the speed of these methods. The reported running time includes the time to extract nested gene subsets from 64 genes to 1 gene and LOOCV on these subsets. For SVM classification without gene selection, the running time is taken by the LOOCV on the original gene set. Although slower than S2N and SVM-RFE, the FGSVM-RFE still finishes in a reasonable time. The FGSVM-RFE is even faster than directly running SVM classification on the original gene set. The fast running time of FGSVM-RFE is mainly due to removing a large amount of irrelevant genes with RI metrics. As a proof, the FSVM-RFE runs much slower without RI prefiltering.

Recently, Yousef et al., proposed SVM-RCE [18], which ranks each gene in each individual cluster by the SVM coefficient weights rather than ranking each cluster as a unit. The size of the clusters, rather than the number of clusters, is reduced. They also did not use RI filtering.

B. Conclusion

To extract multiple informative gene subsets for reliable cancer classification, the FGSVM-RFE is designed in this paper. First, the FGSVM-RFE utilizes RI metrics for gene prefiltering to remove most of the irrelevant genes. Second, the FGSVM-RFE explicitly groups genes with similar expression patterns into function granules by recursively clustering with the FCM. An SVM-based ranking is thereafter carried out in each granule to safely remove lower-ranked genes as redundant genes because higher informative genes with similar functions still survive. Finally, the FGSVM-RFE deals with complex correlations among genes by assigning a gene into several granules with different fuzzy membership values so that a really informative gene can achieve more than one opportunity to be extracted. The FGSVM-RFE can find multiple compact “highly informative” gene subsets on each of which an SVM with 100% accuracy can be modeled. This suggests that different gene subsets may coregulate cancer. All of these highly informative gene subsets are associated with many significant biological functions by Onto-Express. Of course, the newly identified genes by this algorithm need to be further confirmed biologically, which may generate more insights for cancer mechanism, treatment, and study. Nevertheless, the extraction of these cancer-related gene subsets may help to stimulate and guide detailed cancer studies on the gene functions.
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